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“You can have data without information, but you cannot have information without

data.”

Napoleon Bonaparte, French military and political leader
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Abstract

Undoubtedly nowadays misinformation and falsity have invaded our lives. People

have their minds daily affected and influenced by information that desires to confuse

them about the truth on serious events, especially political and economic activities.

That phenomenon has motivated researchers to study and analyze the problem and

try to create an automated tool that will be able to detect fake-news disseminators

and so tackle-reduce the spread of falsity over social networks. Despite the many tries

and approaches taken by a lot, due to the problem’s complexity falsity travels day by

day at rapid acceleration. In our research, we focus on the Social Network perspec-

tive of Fake News on Twitter and try to determine those features that differentiate

fake news disseminators from trusted accounts using a different approach from the

literature. We construct our own Dataset after continuously crawling Twitter for a

month. We then label the collected tweets according to whether the tweet contains

URLs from untrusted-suspicious domains. Following up, we split into sliding win-

dows our tweets and run a diffusion process on each window using De Groot’s Model

which introduces a simple mechanism of opinion propagation. We end up with a

blacklist of the top fake news disseminator accounts. Furthermore, we split them

into 4 buckets using dissemination probability intervals of 0.25. Finally, we take

the top 1000 active accounts of each bucket and query their recent timeline history

and export specific features which are then plotted to analyze their difference from

trusted accounts.
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Chapter 1

Introduction

Contents

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Outline Contents . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1 Motivation

Traditional media consists of mostly nameless and faceless people deciding what

does and does not get printed and broadcasted. In this new age of the internet and

a variety of social media, creation, and consumption of news and information in our

society is evolving. The accelerated transformation of old print media toward online

portals is a trend nowadays. For instance, 62 percent of U.S. adults watch news on

social media in 2016, while in 2012, only 49 percent reported seeing news on social

media. In addition, it is found that social media now beats television as the leader

news source. Social networks are now capable of providing us with the ability to
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stay up to date with the latest news and information that is spreading rapidly all

over the world. People may use them not just to be informed but also to broadcast

and share breaking news, to describe an event or event to express their opinion and

feelings on serious matters.

However, due to the fact that it is cheap to provide news online and much faster and

easier to disseminate through social media, despite their benefits, social networkWAs

can also be used by people who want to take advantage of their popularity in a bad

way to affect and influence people’s opinions by spreading falsity or misinformation.

Twitter and Facebook are the most trending social networks and are being used by

billions. Thus, they can also be seen as a fertile breeding ground for spreading false

and fake news, reaching a huge number of people in a very short span of time.

A small definition of fake news is news articles that are purposely and verifiably

false and could mislead readers [1].Disseminating falsity over those social networks

is believed to have serious consequences and impacts on individuals and societies,

especially in times of disasters or events that involve national security, or other popu-

lar political and economic activities. Normal people who live in this rapidly-growing

online word can have their mind, opinions or choices altered over serious situations

across the world, breaking in that way the authenticity balance of the news ecosys-

tem. For instance, it is indisputable that the most popular fake news was even more

widely spread on Facebook than the most popular trustworthy mainstream news

during the U.S. 2016 presidential election. Figure - 1.1 show how much influence

bogus news stories had in the final months of the elections campaings. Fake news

is also changing the way people evaluate and react to real news. For example, some

fake news’ intention is to trigger people’s distrust and make them confused, hinder-

ing their abilities to distinguish what is true from what is not. Our economies are

not immune to the spread of fake news either, with fake news being connected to

stock market fluctuations and massive trades.
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Figure 1.1: Top 20 fake news stories outperformed real news at the end of the
2016 campaign

All the above bad effects of misinformation and fake news lead to the need of fake

news detection on social networks-media which has recently become emerging re-

search that is attracting great attention. Consequently, taking into consideration all

of its bad effects in our individual lives and societies, a high-demand on detecting

fake-news disseminators and so tackle-reduce the spread of falsity over those social

networks.
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1.2 Challenges

All researches related to fake news detection or fake news tackling have many chal-

lenges. First and foremost a continuous and valid Dataset is required and hard to

find. It is very important in such research for the Dataset to be continued, meaning

having collected a stream of data (in our case tweets) and then label them correct

using known fact-checking organizations because we want to watch and analyze the

lifespan of a suspicious tweet and its creator. Due to the lack of such Dataset we

will follow the approach of constructing our own.

In addition, all tasks that try to handle that huge amount of data, require high

computation power, thus specialized tools are required as well. Such a tool which

we are using in our research is Apache Spark which is a fast, in-memory tool that

helps you process a great amount of data. Thus, we first need to study how those

tools work, to be in place to write performant and efficient programs that will be

used in our analysis.

1.3 Contributions

Our research aims to export results that will help to detect fake news disseminators

on Twitter, by studying and analyzing existing fake content. Moreover, we will

analyze the activity of those who spread the falsity and try to extract those user-level,

content-level and network-level features that differentiate them from non-suspicious

accounts. In the end, we will be able to export plots that statistically describe the

most important features that separate trusted from un-trusted accounts along with

a blacklist of twitter accounts, that will mention for each account a probability of

disseminating fake news. Due to the lack of any Dataset that matches our needs, we

will follow the approach of constructing our own Dataset of fake-suspicious tweets.
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Summing up, our main contributions to the area are:

• Construct a continuous streaming dataset using Twitter crawlers.

• Export a blacklist that will contain highest fake news disseminator Twitter

accounts.

• Export user-level, content-level and network-level features that differentiate

suspicious from trusted accounts.

Our work will be further used together in a pipeline based on a variety of signals

ranging from domain name flag-lists and natural language processing perspective to

deep learning approaches with in order to create a Machine Learning model that

will be used in a plugin of Check-It that tries to tackle and take a bold step towards

detection and reduction of disinformation and falsity on social networks using an

automated approach.

1.4 Outline Contents

Chapter 1. Introduction

In the introduction chapter, we briefly present how social networks expanded nowa-

days and how this is used in a bad way to lead to the problems of fake news of social

networks and its serious consequences. In addition, we mention the contribution of

our research to that area, what we want to export as output and how it will be used

in further researches on that area. Lastly, we talk about the challenges that come

across in that research.

Chapter 2. Literature & Related Work
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In the second chapter, we mainly focus on analyzing literature work on fake news

area and their results. Moreover, we also study and analyze other researches on

similar topics such as hate speech and we explain how their work is similar to ours

and how we will adjust it to our needs.

Chapter 3 Details Of Research

In this chapter, we explain in detail the process of our analysis. We explain how

our system works using architecture diagrams, how we are collecting our data using

our custom Twitter crawlers and how Apache Spark helps us to load them into our

program. Furthermore, we give a detailed description of how we analyze our data

in order to export the blacklist of Twitter accounts. In addition, we describe the

process of splitting the blacklist into buckets and then using the top users of each

bucket to export user-level and content-level plots and statistics. We explain all

technologies, libraries and tools that are used in our analysis’ programs. We then

present the results of our analysis, discuss them and extract some conclusions.

Chapter 4 Evaluation

In chapter 4 we discuss the way we evaluate our results. We compare them with the

literature in order to see if our user-level, content-level and network-level features

of fake news disseminators are similar to the features that literature work exported.

Further, analyze the number of users in each blacklist bucket that had their accounts

suspended or deleted after spreading the falsity and we also use the blacklist buckets

to see how the frequency of fake and overall posts is altered when the probability of

fake news dissemination is increased.

Chapter 5 Future Work

In this final chapter we briefly describe how our results can be used into further

analysis on fake news topic and the creation of a machine learning model that will

be able to detect fake disseminators.
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Chapter 2

Literature & Related Work

Contents

2.1 Fake News - Social Network View . . . . . . . . . . . . . 7

2.2 Similar Researches . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.4 Big Data Tools - Apache Spark . . . . . . . . . . . . . . . 9

2.5 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1 Fake News - Social Network View

Nowadays whether we want it or not, both true and false information spreads rapidly

through online media. But falsehoods - Fake News is being diffused significantly

faster, farther, deeper and more broadly than the truth in all categories of informa-

tion.

Vosoughi S. in the paper ”The spread of true and false news online” posted in Science

[2], states that true and false statements through online media highly influences

7



politics and economies. They mention that the spread of falsity is now a trending

political strategy used to replace debates or alter stock prices and the motivation

for large-scale investments. In addition, they try to examine how truth and falsity

diffuse differently throughout the new social technologies and what are the factors

of human and judgement which can explain these differences. Furthermore, they

underline that no study has comprehensively evaluated the differences, regarding

the spread of truth and misinformation yet.

Correspondingly, Potsane.M and Wai Sze L. in ”Extrapolation of Aspects of Fake

News on Social Networks” - [3], define fake news as news whose context has been

intentionally changed and manipulated in order to influence the readers’ opinions

on facts of the events taking place in the real world. In addition, they underline the

importance that people who live in the online world, must only receive verified and

trusty news throughout social media, because misinformation can alter their choices

and actions on serious situations in the real world.

2.2 Similar Researches

Besides fake news, there are also other common and modern phenomenons on social

networks. Aggregation and bullying are one of them, which induces serious outcomes

to victims of all demographics. In the paper ”Mean Birds: Detecting Aggression and

Bullying on Twitter” - [4], they try to export the features that designate abusive

users on Twitter and construct a list by annotated accounts. Furthermore ”Like

Sheep Among Wolves: Characterizing Hateful Users on Twitter” - [5], is alike re-

search that focuses on detecting hateful Twitter accounts. After collecting data and

analyzing them they annotate most hateful accounts and also construct a list of

them.
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2.3 Data Collection

Data Collection in such researches is one of the most critical steps, in getting a

complete and accurate picture of the area.

In the paper [5], there has been done similar research to ours, but with hateful users

detection instead of fake news. In order to have more of a complete image, they

sampled twitter not heavily biased towards users who used hateful words. Thus,

they employed a more elaborate data collection process, which involves collecting

a sample of Twitter’s English speaking users and then select a subsample of these

users to be annotated as hateful or not, using Twitter Streaming API.

Correspondingly, in [4], where they are trying to make research on annotating hateful

users, they collected a baseline of 1 million random tweets and hate-related tweets

using Twitter Streaming API.

Equivalently, another research in the literature [2] regarding Fake News, does its

investigation on data containing verified true and false news stories distributed on

Twitter from 2006 to 2017. Data included approximately 126.000 rumour cascades

spread by approximately 3 million people more than 4.5 million times. All data were

sampled from fact-checking organizations, thus they were labelled as truth or fake.

2.4 Big Data Tools - Apache Spark

In research after collecting your data, you want to analyze them following a method-

ology in order to export some results and statistics. Due to the fact that in such

researches the amount of data we collect is huge, the traditional methods of data

processing have become inefficient and time-consuming. This scale of data is called

’Big Data’. Amol Bansod in the paper ”Efficient Big Data Analysis with Apache

9



Spark in HDFS” - [6] explains how we can avoid and defeat this problem, using

Apache Spark.

Apache Spark is defined as a fast, in-memory tool that can process a great amount

of data. HDFS-Hadoop Distributed File System is used by Spark to handle data

which is stored by distributing over clusters. Spark then, provides high performant

methods and procedures that help to analyze the data stored in HDFS in parallel.

A.Bansod - [6] then describes how Spark works and gives a detailed analysis of its

architecture. Apache Spark is apart from a driver program (SparkContext), workers

which you also may find them as executors, a cluster manager, and the HDFS.

The driver program is the main program of spark. SparkContext is the object that

gets created during the execution of a Spark program and is capable of handling

the whole execution of the job. The SparkContext object connects to the cluster

manager, which is used to manage the resources across clusters. Cluster managers

supply executors, which are used to run the logic of the program and additionally

storing the data of the application. Each application gets its own processes for the

duration of the whole application and run jobs in multiple threads and needs to be

network addressable from worker nodes.

Spark is mostly based on the following two concepts: Resilient Distributed Datasets

(RDDs) and an execution engine which is called a Directed Acyclic Graph (DAG).

RDDs are the fundamental data structure of Spark. They are an immutable dis-

tributed collection of objects and they can contain any type of Python, Java, or

Scala objects including UDFs which corresponds to user-defined classes. They are

also immutable once created which means that they can be transformed, or actions

can be performed on them, but they cannot be changed.

Due to the fact that our data-tweets are structured which means we know the exact

schema of each received tweet or we could say we have a known set of fields for each

record, we are able to use Spark SQL which is Apache Spark’s module for working

10



Figure 2.1: Apache Spark architecture

with structured data. Spark SQL stored data in DataFrames which are similar

to tables in a relational database. A single DataFrame represents an RDD of Row

objects. RDDs are the fundamental data structure of Spark. They are an immutable

distributed collection of objects and they can contain any type of Python, Java, or

Scala objects including UDFs which corresponds to user-defined classes. Due to the

fact that a Dataframe knows the schema of each of its rows, data are stored in a

more efficient manner than native RDDs.

Remarkable Apache Spark’s advantages are the high scalability, very high processing

speed and easy to API’s.

2.5 Methodology

A mixed methods approach is followed in this research area, depending on what you

are trying to achieve.

In Science’s paper - [2] they start by collecting for each reply tweet the original

tweet being replied and all the retweets of the original tweet and then using Twitter’s

follower graph they inferred the correct retweet path of a tweet. Each retweet cascade

represented a rumour spreading on Twitter that has been labelled as true or false

by the fact-checking organizations. Moreover, they proceeded to create descriptive

11



statistics on users who participated in true and false rumour cascades and thus

export vital features that differentiate fake news disseminators from truth ones.

In the literature, we are replicating from - [5] they are trying not only to export

the features that differentiate hate speech disseminators but also construct a list

containing the probability for each of the top hateful users, to disseminate hate

speech which is what we also what our research is on but instead we want to construct

a list of fake news disseminators. After sampling twitter they want to annotate the

hateful users. Thus they create a lexicon of words that are mostly used in the

context of hate speech and then run a diffusion process on the retweet graph, based

on DeGroot’s Learning Model [7]. Then they divide the users into 4 strata according

to their associated beliefs after running the diffusion process and perform a stratified

sampling, obtaining up to 1500 users per strata. Then analyzing the accounts and

the activity of those users they export profile attributes of each user.

In [4], where they work on detecting bullying users, they initially proceed with a

preprocessing on the collected data. They clean the data that have noise in them, i.e

remove numbers, stop words and punctuations, as well as converting all characters

to lower case. In addition, they remove spammers from the dataset. In order to

check whether a user is spamming they rely on two main indicators of spam: the

user is using a large number of hashtags in his tweets, and the user is posting a

large number of tweets highly similar to each other. Moreover, they label users

as aggressor, bully or spammer according to their activity. Following a session-

based approach, they divide their collected data into sliding windows and they then

proceed into a feature extraction process which consists of user-based, text-based

and network-based features.

12



2.6 Results

In Science’s paper - [2] results showed that falsehood diffuses significantly farther,

faster, deeper and more broadly than the truth in all categories of information. In

addition, when they compared users’ Twitter accounts who were involved in true

and false rumour cascades, statistics and metrics indicated that possible fake news

disseminators had significantly fewer followers, followed compelling fewer people.

Moreover, false advertisers appeared to be far less active and their accounts’ age

was undoubtedly shorter. This, however, is reasonable due to the fact that once

fake posts are labelled by fact-checking organizations, owner’s accounts are either

suspended or deleted.

Besides in [3], they also exported similar descriptive statistics. Equivalently, fake

news disseminators’ accounts had less number of followers in comparison to clean

accounts. Additionally, their accounts lasted not long and appeared to follow more

people on Twitter. However, user account characteristics alone cannot explain much

about posts on social networks, thus they also export statistics regarding the content

of fake posts. Fake tweets appeared with far more hashtags used along with external

links/URLs to the original source of the news. Moreover, fake posts had special

characters like exclamation marks and question marks.

After running feature selection and feature importance methods they created a table

of the most prominent features which were found to be the most considered for the

purpose of detecting fake news on social networks. Some of the important user-based

features were the number of followers, followees and account’s age. On the other

hand, most prominent post features were the number of hashtags and the number

of external URLs.
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Figure 3.1: Methodology Architecture

3.1 Architecture

In order to have a better view of our methodology, we start by constructing an

architecture diagram, that provides an abstract explanation of our analysis’ steps

and also gives a brief description of what we are trying to achieve.

Initially, we want to collect or find a dataset that will contain both fake and real

tweets. Following, we will proceed by extracting all the extended URLs from each

tweet’s entities. Then, we take those URLs’ list and we want to decide which of

those are really fake so that we can properly label the corresponding tweet that

contained each of those URLs.

Up at this point, we have a list of labelled tweets as fake or real. Moreover, we take

that list and feed it into a Spark program that will split the tweets into sessions using

the sliding window method based on each tweet’s timestamp-ms field. We then loop

for each on all sessions. For each session, we construct the retweet graph and then

the diffusion process-graph using DeGroot’s model [8], which gives us the blacklist
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Figure 3.2: Sliding Window Method

that contains the found Twitter accounts along with their fake news dissemination

probability.

After processing all sessions, we have a full blacklist of Twitter accounts. We split the

users into buckets using the belief intervals [0,0.25).[0.25,0.50),[0.50,.75),[0.75,1.0)

and get the top 1000 active users of each bucket for further activity analysis. By

active users we mean the users who appeared the most in our sessions as this would

give a more overall results. Lastly, from the activity analysis, we extract the user

and content level features and plot them in order to see how high-probability dis-

seminators are differentiated from low-probability ones.

3.2 Data Collection

Data collection in such researches is always one of the most vital procedures for

efficient and meaningful analysis.

As we are trying to characterize and annotate fake news disseminators, it would not

be appropriate to only collect fake tweets as this technique would bias our analysis

and not produce valid results. Thus, we want to find a dataset that also includes

sample tweets except for fake ones. We also want to find a continuous dataset,
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meaning that we want a dataset that would include tweets that were collected from

a continuous crawling because this would mean that our analysis and results will

be more quantitative, as we would be able to track the lifespan and activity of fake

news disseminators after posting a fake tweet.

However, after a tough search for a dataset that would meet our needs, unfortunately,

we did not find any. Thus, we proceed into constructing our own dataset. As it is

described by the architecture diagram 3.1 we start by setting up a Virtual Machine

that will run two Java Programs which will be our Tweet crawlers. We use the

Twitter Streaming API to crawl tweets.

The first crawler will just sample from Twitter, thus we do not pass any keywords

that we from the stream to track. We simply want to query only English tweets

due to the fact that later we want to extract content features using natural language

processing libraries that work mostly on English text. The second crawler won’t just

sample Twitter but we need to track tweets that contain suspicious URLs. Thus,

we pass a query to the crawler that tracks keywords from a list. By suspicious

URLs we mean a list we built after searching for the most suspicious domains that

often host fake news. It is essential to clarify that we do not know for sure that

those URLs actually post fake news, we just know that there is a high probability

of it. That way, the crawler will detect tweets that contain any of those suspicious

URLs-keywords.

Both crawlers were started at the same time as two separated programs. We store

the received tweets as zipped multiline json-files. Crawlers were running for about

a month and collected approximately 150 million tweets, with the 30 million being

suspicious and 120 million public.
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3.3 Data Analysis

3.3.1 Load Collected Data

After collecting an efficient amount of data we proceed in our analysis. We want

initially to create a program that will be able to load all data and process them.

As discussed before we will be using Apache Spark a tool that can process a huge

amount of data. Using Spark SQL we can read all the zip files from a directory that

contains two subdirectories which are the collected public and fake tweets. All data

are loaded in a Dataframe.

However that approach because of the size of data, proved to quite a resource costly

and discouraged. Thus, since we do not have sufficient hardware to be able to

support this approach we decide not to load all the data at once but small amounts

at a time in a stream as batches following a different approach as shown in Figure

3.3 .In order to support this method, we need to first write a program that will read

the collected data and write them in batches into a stream. This program is called

Kafka Producer. Apache Kafka [9] is a distributed streaming platform that is used

for building real-time data pipelines and streaming apps. We use Kafka Producer

API to build a program that will be reading continuously from both fake and public

directories and publish tweets in a stream. We also use the Kafka Consumer API,

to write a middle program that will consume the data from the first topic of the

stream, session them and label them as probably fake or not according to a suspicious

domains list and then writes them again into another topic on the stream to be

further analyzed by another program. The final consumer is a program that will

consume each window of labeled tweets. It will then, read from the database the

existing user beliefs, calculate the new ones and then update them into the database.

We also lower the retention interval of the stream so that we do not have a large
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Figure 3.3: Spark-Kafka Data-Load Architecture

amount of data left on the stream since we do not need them after they are consumed

from the consumer.
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3.3.2 Sessionization

Since we do not want to analyze single tweets because it does not provide enough

context to discern whether a user is actually disseminating fake news or not, we want

to group tweets into time clusters which are called sessions. In order to achieve that

we are using Spark’s built-in window function as shown in figure 3.2 which allows us

to gather and group tweets into windows. Window function expects from us to pass

the field of the object which will be taken into account when creating the windows.

In our case, we are passing the creation timestamp field which we get from each

tweet’s object. We also have to pass the desired window duration along with sliding

duration which indicates the size in time that the window will be moved for the next

one. At this point, it is important to mention that a tweet received from Twitter

Streaming API comes in a JSON format and consists of multiple metadata as show

in Figure - .

3.3.3 Retweet Graph

We define fake news disseminator, a user who not only posts fake news but also

influences others to share his post which means he affected them. Retweet graphs

have been widely used in the social network research area, with previous works

proposing that retweets are better than followers to judge the influence of users [10].

Therefore, we want to create the retweet-induced graph which illustrates how a user

who posts fake tweets influences his neighbours in his opinion. The retweet-induced

graph is defined as a directed graph G = (V, E) where each node u V represents a

user in Twitter and each edge (u1,u2) E represents a retweet in the network, where

the user u1 has retweeted user u2.

For our case, in order to create graphs, we use NetworkX a python’s library which

is used for studying graphs and networks. As shown in Figure 3.5 after receiving
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Figure 3.4: Tweet Metadata

a window of tweets we want to create the retweet-induced graph. Looping then,

through all received tweets we first add a self-loop to each user who appeared in

the window due to the fact that a user not only affects other users who retweet his

post but also affects himself. We know whether a tweet is retweeted or not, from

the retweeted boolean field that is included in a tweet’s object. In case a suspicious
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Figure 3.5: Retweet-graph example. U retweeted x and v. X retweeted V

tweet is retweeted we add to the directed graph an edge from the retweeted user

to the origin user. As data on the edge, we want to hold the id of the tweet that

connects the two nodes-users.

3.3.4 Diffusion Graph - Process

Following the literature work, we are replicating ”Characterizing Hateful Users on

Twitter”, after constructing the retweet graph a diffusion process follows up. Our

diffusion process is based on DeGroot’s Learning Model [7]. DeGroot’s model is used

since it introduces a simple mechanism of opinion propagation: every individual

forms shares her opinion by averaging her own opinion with those of her friends.The

process is repeated until all opinions converge. Although the mechanism is simple,

it models sufficiently opinion diffusion and incorporates elaborate characteristics of

the process

Initially, we want to build the infected graph that results after annotating the sus-

picious users in our retweet graph, which means the Twitter accounts that posted a

tweet containing at least one of the suspicious domains. Then, we run the diffusion

process which can be described as follows:
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Figure 3.6: i) Retweet Graph ii) Infected Graph iii) Diffusion Graph. Red nodes
are the users that posted a suspicious tweet in the current window. Pinks are those

that were infected

Let A be the adjacency matrix of the retweeted-induced graph G=(V, E) where each

node u V represents a user and each edge (u,v) E represents a retweet. We have

that A(u,v) = 1 if u retweeted v. We create a transition matrix T by inverting the

edges in A (as the influence flows from the retweeted user to the user who retweeted

him or her), adding a self-loop to each of the nodes and then normalizing each row

in A so it sums to 1 (This means each user is equally influenced by every user he or

she retweets) as it is shown in figure 1.4. Matrix T includes the weight a node adds

on anothers opinion (fake news dissemination). We then associate a belief pi(0) = 1

to every user who posted a suspicious tweet and pi(0)= 0 to all who did not. Lastly,

we create new beliefs p(t) using the updating rule:

p(t) = Tp(t1) (3.1)

Therefore, if a user who has posted or retweeted a suspicious tweet (containing a

suspicious URL from the domains blacklist) and has eventually influenced more users

with his opinion by retweeting him, then the veracity score of that user is decreased

because it has propagated and disseminated a fake tweet.
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3.3.5 Storing Beliefs

After creating retweet and infected graph and calculate the window’s diffusion we

have a new set of Twitter accounts along with their beliefs. We want to store each

window’s beliefs into a database, in order to be able to proceed into further analysis

and extract some features of the top fake news disseminators. For the purposes of

this research, we store our data in a non-relational database, MongoDB. In a collec-

tion, we store all found Twitter account’s beliefs along with some extra information

including the screen name, the id and the total appearances which indicate the total

number of windows an account appeared in. We are using MongoDB Spark Con-

nector which is a package that provides integration between MongoDB and Apache

Spark.

Initially, we retrieve the collection of the beliefs into a DataFrame. Afterwards, we

make a full outer join on that DataFrame and the new-created beliefs Dataframe

based on the id and the name of each row (Twitter account). Next, we increase by

1 the total appearances of the accounts that already existed in the database and

recalculate the beliefs using the following average calculator formula:

totalBelief = (existingBelief ∗ (totalAppearances− 1)) + newBelief (3.2)

newAverageBelief = totalBelief/totalAppearances (3.3)

Finally, we are writing back to the database the newly calculated beliefs. That way,

we update the belief of the existing accounts and create a new record for the first

time seen accounts.
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Note that all the aggregation functions we execute on DataFrames’ rows include

some custom logic based on our needs and Spark does not provide any built-in

functions that we can use. However, it gives us the option to implement our own

functions that can include any logic we want. Those functions are called UDF - User

Defined Functions.

3.3.6 Feature Extraction

After constructing the users’ blacklist we also want to study how fake news dissemi-

nators are differentiated from trusted ones. To do so, we follow a similar approach as

in the literature [5]. We start by loading the whole users’ beliefs collection-blacklist

from the database into a DataFrame. We then want to split the users into four

buckets based on their belief. We can accomplish that by using Spark’s built-in fil-

ter function on the main DataFrame. Thus we distribute the users into four buckets

with the belief intervals [0,.25),[.25,.50),[.50,.75),[.75,1). As a result, we have now 4

DataFrames.

Following up, we take the top 1000 users of each bucket-DataFrame using Spark’s

limit function, as that would be a representative sample of users to analyze. For each

user in all buckets, we want to extract some information from his Twitter account

and also track his history which means to retrieve a number of his last posts. We

are using Tweepy - an easy to use Python library for accessing the Twitter API -

to help us get information about a Twitter account. Since we have the id of each

Twitter account we can easily query Tweepy to get a user’s Twitter object. From

each Twitter account, we want to focus on certain fields-features that we saw from

the literature, that help us to detect fake news disseminators.

In addition, as we comprehend from the literature, user attributes alone cannot re-

veal much about fake news propagation, therefore we also want to study the content

of the posts of those suspicious fake news accounts. Tweepy helps us to achieve that
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Figure 3.7: Feature extraction process

since it provides a function to read an account’s timeline-history. Furthermore, we

are free to choose the number-depth of past tweets of each account. We choose it to

be 3000 as we believe that it is a representative number to examine a user’s history

timeline and extract some inferences.

We present the above procedure of tracking suspicious user’s activity as shown in

Figure - 3.7

3.4 Results

3.4.1 User’s Blacklist

As a result of the diffusion process, we end up having stored approximately 8 million

users in our database. Out of those users 419 end up with belief between 0.75 and 1.

16028 accounts have belief between 0.5 and 0.75. 13060 accounts have belief between

0.25 and 0.5 and lastly, 77267 accounts have belief between 0 and 0.25. The rest

of them who end up with zero belief are accounts who did not post any suspicious

tweet. For every document-user in our database we store the Twitter account’s id,

name the corresponding belief and the total number of appearances which the user
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appeared in our windows. The whole collection where beliefs are stored ends up

with approximately 1.8G in total size.

3.4.2 Fake News disseminators’ features

We further investigated the most relevant attributes of fake news on social networks.

After studying the literature we want to focus on specific features that are believed

to differentiate fake news disseminators and so help in detecting fake news on social

networks and so Twitter. We select the most important and relevant user-level

features - Table 3.1 and content-level features - Table 3.2 for our research.

User-level features

Average User Friends

Average User Followers

Average Users With Description

Average Verified Users

Average Account Age (in days)

Table 3.1: User-level Features

The user-level features we are focussing on are the number of followers and friends

(follow and being followed from an account) of an account, whether the user is

verified or not, the number of posts that a suspicious account is posting, whether

the user has written a description and the existence age of the account [11]. As for

the content-level features of suspicious posts, we are concentrating on the number

of exclamation and question marks of the text, the number of mentions, URLs and

hashtags, the number of first-person pronouns and the sentiment polarity (emotions
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Content-level features

Average content exclamation marks

Average content question marks

Average content length

Average content URLs

Average content Sentiment Polarity

Table 3.2: Content-level features

expressed from content, can be positive or negative) of the content and lastly the

length of the text.

Statistics plots are constructed after extracting the features for the top 1000 Twitter

accounts of each bucket as described before. We present and compare the same

feature for all buckets. Important to note, is that the higher the belief a user has,

the higher the probability is to disseminate fake news. In order to visualize our

results we use bar-charts and box-blots. Bar chart is a plot that presents categorical

data with rectangular bars with heights or lengths proportional to the values that

they represent. Due to the fact that in our results we detect a lot of outliers we

also choose to visualize our results in box-plots. A box plot, also called a box-

and-whisker plot, is a chart that graphically represents the five most important

descriptive values for a data set. These values include the minimum value, the first

quartile, the median, the third quartile, and the maximum value. That type of plots

can help us detect and visualize noisy data in our dataset that simple bar charts

cannot.

Initially, our results showed that ultra-high belief users had significantly fewer friends

on their accounts than low-belief ones - Figure 3.8. Followers of that tier accounts

seems to be following in the same scale - Figure 3.9.
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Figure 3.8: Average User Friends

Figure 3.9: Average User Followers

In addition, the percentage of suspicious users who had a description on their account

appeared to be shorter than more trusted users - Figure 3.10.
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Figure 3.10: Average Users With Description

Another important statistics we extract is that accounts which spread fake news on

social networks do not seem to last long because they are quickly removed. That can

be noticed by Figure 3.11 which indicates that fake news disseminator accounts have

a fewer number of days of existence in comparison to cleaner accounts. Supporting

on that result it is remarkable that from the 4000 users we tracked (1000 for each of

the 4 buckets), approximately 290 of them appeared to have their accounts deleted

or suspended.

Moreover suspicious users were much significantly fewer times verified - Figure 3.12.

Finally, we see that users with incremental belief are posting more fake posts that

more trusted users - Figure 3.13. According to our approach that means that in their

posts they often use URLs that come from suspicious-untrusted domains which are

likely to be posting fake articles-posts.

Moving on to content-level features we notice that top tier fake news posts have a

bit less exclamation - Figure 3.14 and question marks - Figure 3.15 but the whole
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Figure 3.11: Average Account Age

Figure 3.12: Average Verified Users
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Figure 3.13: Average Fake Posts

length of the content appeared to be quite on the same scale for all the buckets -

Figure 3.16.

For the entities object of a suspicious tweet, we view that ultra-high belief users’

posts had fewer mentions but significantly more URLs - Figure 3.17.

We believe that is an expected behaviour of fake posts as they want to inspire

others to click on external links that redirect to probably a fake post. In addition

the overall sentiment polarity of most suspicious tweets appeared to be significantly

lowered then more trusted ones - Figure. That shows that suspicious tweets express

more often a negative emotion. 3.18.
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Figure 3.14: Content Exclamation Marks

Figure 3.15: Content Question Marks
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Figure 3.16: Average Content Length

Figure 3.17: Average Content URLs
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Figure 3.18: Average Content Sentiment Polarity
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4.1 Feature Evaluation

To evaluate our results and concludes that result from the plots, we compare them

with literature work. As we see, similar results were exported in Science’s research

[2]. Their results reveal that users who spread false news had significantly fewer

followers and were significantly less active. Furthermore, fake news disseminator

accounts were verified less often and had been on Twitter for significantly less time.

Moreover and one of the most important features is the account age of those sus-

picious accounts. Science’s research, as our research showed that fake news dis-

seminators seem to be on Twitter for significantly less time because their accounts

are getting initially suspended when detected of posting fake news and eventually
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deleted if continuing the spread of falsity. That theory is also extracted from another

literature work [3].

4.2 Blacklist Evaluation

Our user blacklist seems to be quite positive as well. As we know, fake news dis-

seminators are very possible to have their accounts suspended or deleted after dis-

seminating the falsity. Thus, we take the 4 belief-buckets and take the top 1000

accounts of each bucket to check the status of each of those accounts. In order to

check the status of an account, we use again Tweepy. We simply query Tweepy

passing the user’s account id (that we have already stored in our database) to get

a user’s Twitter object. If the account is still active on Twitter Tweepy will act as

normal and return as the Twitter’s account as a JSON object. If now, for whatever

reason this fails, Tweepy throws an error object that contains the exact error code

as an integer value and the error message. According to the error code, we decide

whether the account is suspended (error code is 63) or deleted (error code is 50 - will

throw a ’user not found’ message) as shown in Figure 4.2. In order to revalidate that

approach, we can simply visit Twitter in our browser and we will see a page that

tells us whether the account is in fact suspended or deleted. Our results as show in

figure 4.1 tend to show that higher-probability fake news disseminators have their

account suspended or deleted more often than less suspicious ones.

In addition, when querying most recent 3000 tweets of each one of the top 1000

users of each belief-bucket we plot their daily overall tweeting frequencies and then

compared them with the frequencies of suspicious tweets containing URLs of known

fake news domains. To do so, we start by loading from our database the 4 buckets

which contain the users with their corresponding beliefs along with their history.

Due to the fact that a user may be active only a certain amount of days and not all

days of the given timeline, we do not choose to just find the average daily activity
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Figure 4.1: Number of deleted-suspended accounts per bucket

Figure 4.2: Sample of Detecting status of suspicious-blacklisted Twitter ac-
counts
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but the actual-real daily activity. In order to accomplish that, we loop through all

the history timeline of each user and each time we save in a dictionary the date of

the creation of the tweet, which can be easily accessed from the created at attribute

which each tweet object holds. By the end of that process, we end up with a

dictionary whose keys are the active days of each account (the actual dates when

posts were created). We are at this point able to plot the overall tweet frequency of

each of the buckets.

As we can see from the plots, low-belief users have a large overall tweeting frequency

with a low frequency of tweets with fake content which is was expected since in that

bucket belief ranges from [0,.25) which means that we also have users that have

zero belief and never have posted a tweet containing suspicious URLs - Figure 4.3.

Medium-belief users appear with a small rise in the frequency of tweets containing

fake news articles - Figure 4.4.

Figure 4.3: Frequency of low belief bucket

Furthermore, as we move on to the higher-belief groups (high - Figure 4.5 and ultra

high 4.6), users show a significant increment on their overall activity as well as on

their suspicious.
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Figure 4.4: Frequency of medium belief bucket

Figure 4.5: Frequency of high belief bucket

Figure 4.6: Frequency of ultra-high belief bucket
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5.1 Future Work

Our research results and conclusions can be effectively used in future work. As

discussed in the Contributions our user blacklist will be used to construct a plugin

that will be fed with a Machine Learning model that along with Natural Language

processing perspective of fake news, will raise a signal that will be able to detect

a fake news article-tweet as shown in Figure 5.1. Check-It’s plugin is a fake news

detection system,developed as a web browser plugin. Check-it aims to take a bold-

step towards detecting and reducing the spread of misinformationon the Web. To

do so, it empowers its users with the tools they need to identify fake news. The

major challenge of fake news detection stems from newly emerged news on which

existing approachesonly showed unsatisfactory performance. In order to address this
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issue, it proposes a pipeline based on a variety of signals, ranging from domain name

flag-lists to deep learning approaches.

Figure 5.1: Architectural diagram for the Check-It System.

In addition, having extracted the most important features that differentiate fake

news disseminators from trusted accounts we could also train a Machine Learning

model that given the user-level, content-level and network-level features of a Twitter

account will be in place to predict whether the user is disseminating fake news or

not.
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