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Summary 
 

The following thesis discusses the use of two different tools on users’ cognitive and 

emotional responses. The first scenario is an MR environment in HoloLens and the 

second scenario is on EEG data and a sandbox game.   

Augmented Reality and Mixed Reality bring revolutionary changes in the word of 

technology, with a plethora of applications and research. The tool that the MR part of 

my thesis is based on, is HoloLens. HoloLens is a headset that projects holograms in 

user’s real world and lets the user interact with them. From HoloLens we used an 

application called “Galaxy Explorer”, as it is open source, it can provide a log file. 

The log file from “Galaxy Explorer” had to be analyzed, having that in mind I 

developed a web application that divides the logfile and stores the data in a specific 

table. In addition, to compare adults’ interaction with children’s interaction on 

HoloLens, a study was conducted with children as the data from the adults already 

existed.  

The second scenario was based on EEG data. As the gaming community improves 

from time to time, and more users are interested on playing games, it is important to 

learn more about the interaction and the emotional state of the users. We made a 

research on what EEG is and decided to use Emotiv EPOC+ to capture the emotional 

state of the users while playing a sandbox game, MineTest.  

Finally, for every study that was conducted, the methodology and results were 

descripted fully, followed with  a plethora of figures.  
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Chapter 1 
 
Introduction 
 

 

1.1 Problem Statement 1 

1.2 Hypothesis and Research Questions 2 

1.3 Proposed Approach 2 

1.4 Summary of all Chapters 2 

 

 

1.1  Problem Statement 
 

My thesis is divided in to three parts, as we wanted to create an application and 

research users’ interaction with two different tools.  

The web application that I created, aims to help the data analysis of the log file that 

has been extracted from HoloLens. It divides the log file into tables with a specific 

format and the researcher can extract the tables in a “.csv” format or just view the data 

from the web application.  

The scope of the first study was to compare, adults’ interaction with HoloLens, with 

children’s interaction with HoloLens. Having that in mind, we conducted a study on 

children, using HoloLens and compared our data with the data of a previous study, 

that was conducted with adults.  

The scope of the second study was to find correlations between the emotional state of 

the user and the action that the user did in MineTest. The study that was conducted 

used Emotiv EPOC+, to capture the emotions of the user and the user were asked to 

build anything in MineTest.  
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1.2  Hypothesis and Research Questions 
 
On the first study we set a hypothesis that we wanted to research: 

H0: There are no differences between adults and children towards the i) time spent, ii) 

number of unsuccessful taps, iii) objects viewed, iv) number of times the target item 

viewed before selected, for achieving each target object.   

On the second study we set a question that we wanted to answer with our study: 

Is it possible to find correlations between the emotions of the user and the actions?  

1.3  Proposed Approach 
 
To create the website, we used HTML and CSS for the front end. For the back end we 

used PHP for the creation and connection with the database, and JavaScript for the 

connection of the frontend with the backend.  

To test our hypothesis in the first study we used MS HoloLens. MS HoloLens was 

previously used in a study with adults, which data are going to be compared with our 

data. In the study, participated twenty children from the age eight to fifteen. The 

participants had to learn the gestures using the default application on HoloLens 

“Learn Gestures” and then they had to complete some tasks in “Galaxy Explorer” 

application on HoloLens.” Galaxy Explorer” extracts a log file that contains user’s 

interaction which was analyzed to make the comparison.  

To answer our question in the second study we used a sandbox game “MineTest” that 

extracts a log file with user’s interaction. To capture the emotional state of the user we 

used Emotiv EPOC+.   

1.4  Summary of all Chapters 
 
After slightly describing our scope and proposed approach in this Chapter, the thesis 

continues with the Literature Review in the second chapter. The literature review talks 

about the definitions and applications of the AR and EEG. 
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Subsequently, in Chapter 3 the two tools that are going to be used in both of our 

studies are fully explained. Starting from MS HoloLens, Chapter 3 contains the way a 

common user and a developer can interact with it and it citates a plethora of research 

papers that use HoloLens. For EEG, it is used a tool called Emotiv EPOC+ which is 

fully explained in that chapter. Also, in chapter 3 the data files that were extracted 

from Emotiv EPOC+ are described in detail.  

In addition, Chapter 4 presents the development of the data analysis web application. 

It explains how the logfile from HoloLens is structured and how it was divided in the 

database. Equally significant is the fact that it is explained how a researcher can 

interact with the web application and what kind of files can be extracted from it.  

Furthermore, Chapter 5 is a very important chapter, as it explains the methodology of 

the first study (with HoloLens), describes the user study and analyses the data.  

Chapter 6 has a very similar structure with chapter 5, but it describes the second study 

that was conducted with Emotiv EPOC+ and a sandbox game. It explains the way the 

study was conducted and analyses the data.  

Finally, Chapter 7 finishes the thesis with giving the conclusions on both of the 

studies.   
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Chapter 2 
 
Literature Review 
 

 

2.1 Introduction 4 

2.2 Augmented Reality Literature 5 

2.2.1 What is AR 5 
2.2.2 How AR is used 5 
2.2.3 Studies in AR 6 
2.2.4 Research with adults on HoloLens 7 
2.2.5 Open Issues 10 

2.3 Research on studies with children 10 

2.4 Research on user creative process in a Sandbox game 11 

2.5 EEG Literature 13 

2.5.1 What is EEG 13 
2.5.2 How EEG is used 14 
2.5.3 Studies with EEG 16 
2.5.4 Open Issues 16 

 

 

2.1  Introduction 
 

The following Chapter talks about Augmented Reality and the research that took 

place to take a full understanding on the application of AR in our lives. The first 

functional AR systems that provided immersive mixed reality was invented in the 

early 90s and from that moment on, a variety of researchers became more interested. 

Having that in mind there is a plethora of papers that are related with AR that proves 

its effectiveness and usability issues.  

Furthermore, equally significant is EEG in our research. In the second part of the 

chapter is going to be descripted EEG and how it can be used. Finally, the chapter is 

going to present the research and uses on EEG. 
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2.2  Augmented Reality Literature 
 

2.2.1  What is AR 
 
Augmented reality is an experience, where real-world environments are improved 

with superimposed computer-generated images, sounds and touch feedback. In other 

words, is the enhancement of one’s current perception of reality. AR can be found on 

a common mobile device but also on an advanced headset that provides a more 

immersive experience.  

2.2.2  How AR is used 
 
Augmented reality combines real and computer-based scenes and images to deliver a 

unified but enhanced view of the world and that is why it is now used in a plethora of 

ways. The most well-known place to find AR is gaming. An augmented reality game 

often connects a procreated environment on top of user’s real environment. A simple 

AR game can create images in the screen which are immerged with the current world. 

An advanced AR game transforms the environment and connects with a huge success 

the virtual world with the real world, to make sure that the experience is as immersive 

as it can be. A very famous example of a simple AR game is Pokémon GO. Pokémon 

GO is a game on mobile device and by using the user’s location it presents on the 

screen the Pokémon that is currently located in the place. This makes the experience 

accessible to anyone who has a mobile phone and more immersive because the users 

have to catch the Pokémon in their location.  

In addition, AR is nowadays starting to be used for medical uses. Medical students 

can practice surgery or view and understand complex medical conditions. AR can be 

combined with MRI or X-ray systems to help the surgeon have a better understanding 

of the condition. Furthermore, navigation applications are the most common 

augmented reality operations, as they are used every day by millions of people. The 

most known example is Google Maps that throughout the year they are making the 

experience more immersive by adding different functionalities.  A very spectacular 

use of AR is its application in museums and landmarks. There is a plethora of 
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applications that follows the tourists around and helps them learn more about the 

landmark their camera or location is showing. Making the experience accessible to 

anyone and helps the learning process. A very significant event happened on 2017 at 

Tankfest where Wargaming with the use of HoloLens and Tango help the viewers 

learn more about the tangs that they were looking at. The experience was equally 

beautiful with HoloLens as with a mobile device. The gadgets were presenting parts 

and information of the tang while the users were walking around the festival.  

 
Figure 2.1 - Tankfest 2017 Wargaming 

2.2.3  Studies in AR 
 
From the moment AR was created and released into the world there have been a 

variety of researches discussing the usability aspects of Augmented Reality and the 

impact it is going to have in our lives. For example, HoloMol [1], which is a platform 

on HoloLens that helps the memorization of information and established questions 

regarding: i) The way users are going to use HoloMol to structure information in AR 

environment; ii) How the method the researches have designed is going to help the 

users recall the information. 

In addition, a very important study [2] was conducted comparing three environments 

for a basic 3D visualization exploration. The study happened on a desktop (keyboard 

and mouse), on a tablet (with markers) and on Microsoft HoloLens (with markers). 

The participants were asked to press a key as soon as they knew the answer or found 
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the 3D visualization so that the timer can be stopped. They also measured the amount 

of errors found in the participant’s interaction. Several hypotheses were made for the 

different interaction with the three environments. Very significant inference from the 

user study, was the fact that users performed broadly well on desktop, in comparison 

with the other two environments, however AR (Microsoft HoloLens) was observed to 

be the best in exceedingly interactive tasks and users could be almost as precise as on 

desktop. Furthermore, immersive AR was found to surpass the other two 

environments for tasks that needed manipulation. 

Figure 2.2 - Environment structure and user prospective. 

2.2.4  Research with adults on HoloLens 
 
To have a better understanding of the usability aspects of HoloLens and AR in general 

a detailed research [3] on a related study had to be done. The study happened with 

third-one adults, seventeen men and fourteen women on the age of twenty to twenty-

nine.  The participants had to complete a GEFT (Group Embedded Figures Test) test 

to set their differences in visual information processing by defining them to FD (Field 

Dependence) or FI (Field Independence) [4]. Eleven participants were FD and twenty 

were FI. The biggest difference between FD and FI is the way they understand a 

visual information. FD seems to have a difficulty with complex images and create a 
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holistic view of the visual information. In contrast, FI analyze the visual information 

easily and they can detect details in a very complex image.  

The participants had to interact with HoloLens, trained in an AR environment so they 

could feel comfortable enough and then complete a few tasks. The training phase took 

ten to fifteen minutes and the users had to open an application called “Holograms” 

and place a variety of holographic objects in their real environment. The researchers 

made sure that the user became comfortable with every gesture that could be detected 

from HoloLens (Tap, Tap and Hold, Grab, Zoom, Bloom).  

At the main phase the participants had to open the application “Galaxy Explorer” and 

complete some tasks, in a galactic world. The tasks were separated in three difficulty 

levels. To find planet “Uranus” was the hard task, to find “Sagittarius A*” was the 

easy and finally, to find planet “Earth” was a medium difficulty task. Those three 

tasks were spread in a group of fifteen tasks. To extract the data from the user 

interaction with HoloLens a logger was implemented. The log file contains the actions 

the user made in “Galaxy Explorer”. The actions are gaze, gesture and voice. Every 

action is paired with a specific time and object. (Go to Chapter 4.3 to learn more) 

After the data were analyzed the differences between the two cognitive teams were 

more obvious. In the medium and easy task, the FDs did not show any significant 

differences from FIs. However, in the hard task FDs needed more time to find 

“Uranus” than FIs. Equally significant is the fact that while the difficulty level of the 

tasks was increasing, the differences between the two cognitive teams were more 

obvious as the FDs observe more objects before completing a task, than FIs. 
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Figure 2.3 - Users interacting with HoloLens 

For the qualitative data analysis, they used the answers from the questionnaire, the 

observations the researcher had while the users were interacting with HoloLens and 

the video captures from HoloLens’ camera. It was observed that while the FIs find it 

easier to interact with a mixed reality gadget, the FDs needed more time to get used to 

the new environment and feel comfortable enough to be able to interact with it. In 

terms of the tasks, it was observed that FDs find it hard to find “Uranus” and they 

expressed their despair tries to find it, although FIs find it hard to find “Earth” as they 

said that to find “Uranus” was easy. A more general observation was that FDs were 

more talkative while trying to find “Uranus” and on the other hand FIs were more 

silent and effective, as they rarely asked questions about the way they could interact 

with HoloLens. FIs followed a more analytic way to complete the tasks and this help 

them not looking around before completing the task. However, FDs followed a more 

holistic approach and they were looking around, item by item until they found the 

item to complete the task. 
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2.2.5  Open Issues 
 
Augmented Reality was the main tool for a variety of researches and applications. 

Thus, it has been the hot topic in the technology world for the last few years. 

Although there is a plethora of papers and user studies, that analyze the usability 

aspects of AR and MR, there are not enough on children. MR products can create 

visualized products in the real world and it was revealed that people can be more 

accurate on Mixed Reality than on a desktop [4]. On the usability aspects on AR and 

MR applications there are plenty of studies that descript them as more effective and 

accurate than desktop’s [4,2]. Adults are very excited and motivated to interact with 

new and more immersive technologies, as they find the interaction not extremely 

complex. As there are not enough contexts on the children interaction, we do not 

really know for a fact that children can have the same impressions while interacting 

with AR and MR applications, as adults do. There are studies that revealed that AR 

memory applications help with education [5] without making a conclusion on the 

usability issues or comparing with adults. 

2.3  Research on studies with children 
 
Technology is evolving through time, making changes in our life every day. The 

evolution of technology does not only affect us, but most importantly it affects the 

children. They way children interact with technology creates fascinating questions of 

what the future is going to show us in terms of new technological discoveries. For that 

reason, education of technology and education with technology is a must in our 

generation. More specific,[5] Mixed Reality on education may help the student 

improve their skills, by letting them perform a variety of tasks. In addition, MR can 

help children improve their communication skills by helping them interact with a 

plethora of stories and phases, especially children with disabilities that it is easier and 

clearer to them to interact with images rather than reading words. In general, MR can 

help children with disabilities improve and discover their skill, for instance children 

with low motor skills can learn geometrical and mathematical concepts by having 

them projected to them as interactive images. Another significant example is to help 

children with Down syndrome to learn words.  
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Children tend to use digital games more than adults, having that in mind a research [6] 

was made to state observations of children’s interaction with augmented reality. [6,7] 

It was observed that younger children faced different difficulties than older children 

and they required more assistance. Furthermore, even though older children seem to 

enjoy the game, they dislike walking. Lastly, it was observed that older children bend 

their back more than younger. [7] Having that in mind, in order to create beneficial 

environment for children, the AR environments must be appropriately designed. 

2.4  Research on user creative process in a Sandbox game 
 
To have a better understanding on the creativity pattern the users experience while 

playing a game, a research was conducted on a user study that describes the creative 

process of the user while interacting with a sandbox game.  

The study[8] happened with twenty-eight participants, sixteen men and twelve 

women, in the age of twenty-two to twenty-four. It was given to the participants an 

instruction file that descripted how to download and set MineTest on the computer, 

the main actions and settings that can be used for the experiment. Every user had to 

complete five hours of playtime in two weeks and record the interaction. Through 

those five hours the users had to create whatever they wanted in the virtual 

environment. When the log file and recorded video form each user, were returned to 

the researcher, there were three phases remained. The determination of the data, 

formalization of the data and the discovery of the creative phase.  

The data that was extracted from MineTest is a log file with all the actions the user 

made in the five hours session (Go to Chapter 6.2.2 to learn more about the log file). 

The data were imported in an application that analyzed them and exported the 

creativity phases. The algorithm that was used was created based on the four phases 

that were determined from Wallas.  

 

 



 

12 
 

Wallas’ phases were:  

1. Phase1: Recording scattered user activity in different locations or segregated 

behavior. At this stage the user is probably trying to determine the scope, to 

identify the problem-problematic areas. 

2. Phase2: The user moves away from problematic, ubiquitously defined areas in 

a different space and begins to revise and relax restrictions that show activity 

in an area away from the problem. 

3. Phase3: It remains in an area for more time, where the user starts creating or 

exhibiting activity that stabilizes and develops. 

4. Phase4: Returns to previous activity from Phase1 and / or Phase2 and links 

previous constructions. 

Furthermore, after the experiment, a focus group happened to help the researchers 

communicate the participants and identify the important parts of the study and have a 

better understanding on the interaction with MineTest. The focus group helped on the 

determination of the phases that were created based on Wallas’ phases and also the 

creation of the pseudocode of the algorithms.  

Phases of the creativity models: 

1. Phase 1: At this point the user probably tries to define the purpose of the 

game, to identify problem-problem areas.   

2. Phase 2: Removal from problematic areas. He begins to re-examine and relax 

in another area. 

3. Phase 3: It remains in an area for most of the time. It begins to create and 

present a constant activity that is being developed. 
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4. Phase 4: Link to past problematic areas (possibly the first phase). 

Every log file that was extracted from MineTest was then imported in the application 

and with the help of the algorithms, the four above phases were identified, if they 

existed.  

Figure 2.4 – Snap shot of the app's interface 

2.5  EEG Literature 
 

2.5.1  What is EEG 
 
EEG means Electroencephalography and it is a physiological method to record the 

electrical activity that is generated from the brain via electrodes that are placed on the 

surface of the scalp.  
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2.5.2  How EEG is used 
 
EEG was at first used to diagnose conditions such as seizures, epilepsy, head injuries 

etc. and study the physical state of the mind while sleeping. Although, the last decade 

EEG is used to understand how the brain works in different situations and especially 

while interacting with technology. The psychological state of a user is difficult to be 

detected as every person has different facial expressions and way of expressing their 

feelings. Having that in mind, EEG became the main element in a plethora of user 

studies.  

To get the EEG data, the electrodes that detect the electrical activity of the brain, are 

placed to the head with a headset or an elastic cap. The electrodes are placed in 

specific positions set from the 10-20 system. The 10-20 system [9] is an international 

method of positioning the electrodes and it is called like that, due to the fact that the 

distances between the contiguous electrodes are 10% or 20% of the total front-back or 

right-left distance of the skull. 
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Figure 2.5 - 10/20 System Electrode Distance 

 
As it is shown in “Figure 2.4” every site has a letter that identifies the lobe and 

number to set the hemisphere location. 

1. Frontal cortex (F): The Frontal part of the brain is responsible for the cognitive 

control of behavior.  

2. Temporal cortex (T): The Temporal part of the brain is responsible for the 

language processing and speech production. 

3. Central cortex (C):  The Central lobe does not exist and it is only used to help 

for the identification and the placement process.  

4. Parietal cortex (P): The Parietal part of the brain is responsible for the motor 

skills.  
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5. Occipital cortex (O): The Occipital part of the brain is responsible for 

processing visual information. 

The “z” means zero, the even numbers (2,4,6,8) mean the electrode’s position is in 

the right hemisphere and odd numbers (1,3,5,7) mean the electrode’s position is in 

the left hemisphere.  

2.5.3  Studies with EEG 
 
EEG headsets are starting to make a tremendous change in the research area, as the 

researchers now can measure and have as an output specific data, that they can 

analysis and compare with their actions. For instance, a research [10] was conducted 

using Bralnquiry EEG PET device, to answer a plethora of questions that are referring 

to the use of EEG, accuracy and features that can be extracted from EEG records.  

In addition, there is a variety of studies that describes the user experience while 

playing a game, and psychophysiological studies can provide objectives and results in 

real time. EEG provides data about the brain’s electrical activity, that can relate to 

emotional reactions of a user while playing a video game [11]. EEG data are sensitive 

enough to pick reactions and responses that the human eye cannot pick.  The 

psychophysiological studies can provide the researcher with a plethora of details 

about the emotional state of the participants, however the drawbacks of using an EEG 

device are very important. The devices that are used are expensive and they need time 

to be fully trained and effective. Also, a big issue is the amount of time that the 

devices need to be set up. The headset must be in a specific position so every sensor 

should be able to detect the brain waves. 

2.5.4  Open Issues 
 
EEG gives the ability to researchers, to have a better understanding of the emotional 

state of the user. Especially while playing, users have mixed feelings as they go 

through different types of situations. There is a plethora of papers that review 

psychophysiological methods in games [12], however they do not discuss if a user’s 

emotions can correlate with the actions that occurred in the game and if there is a 
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pattern that connects a user’s emotions with their actions. In addition, while the 

gaming industry is improving, a variety of researches were conducted that discuss the 

users’ interactions within the games, however they are not usually correlated with 

their emotions. 
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3.1  Introduction 
 
In Chapter three is going to be explained the two main tools that were used in the 

studies. The first study is structured with HoloLens. The chapter contains the way a 

Mixed Reality gadget (Microsoft HoloLens) works and how the user can interact with 

it. Also, it explains the way a developer can connect HoloLens with the computer.  

The second study is based on Emotiv EPOC +. The chapter explains how Emotiv 

EPOC + works and how it is used in researches and in everyday life. This tool is an 

advanced tool that has a significant way of connecting with the computer, and in the 

chapter the way it can be connected is explained, and way the headset had to be worn 

and how the researcher can extract the data. The data that are extracted from Emotiv 

EPOC + are advanced so every file had to be explained.  
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3.2  What is HoloLens  
 

Microsoft HoloLens is a Mixed Reality headset that presents visual objects within the 

real environment of the user [1]. HoloLens presents 3D holograms and the user does 

not need any particular skills to interact with them. 

3.2.1  What is MR 
 

Mixed Reality is a mixture of Augmented Reality and Virtual Reality within the real 

world [11].  

 
Figure 3.1 - Mixed Reality Spectrum 

Augmented reality is the experience that previews visual elements on videos of the 

real world and virtual reality is the experience that change your view into a digital. 

MR previews virtual elements in the real world of the user and waits for the user to 

add an action and interact with the virtual elements without erasing the real elements 

in the environment of the user. It combines three elements, computer processing, 

human input and environmental input, to create a new experience that is going to help 

the user interact with a digital world [12]. In addition, in MR it is important to present 

elements to the users without confusing them that the whole environment has changed 

and only that the elements are added in their world.  

Having that in mind, HoloLens is a Mixed Reality headset that maintains the 

environment of the user and presents holograms that can be selected by the user. 

HoloLens’ experience could easily be confused as AR, because of the variety of 

visual effects and virtual videos that are presented in the view point of the user. 

However, it can be instructed from the user in several ways to make changes in the 

interface, and that makes the experience Mixed Reality.  
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3.2.2  How HoloLens works 
 

Microsoft HoloLens is a very complex headset that maintains the real environment, 

presents holograms, detects the had gestures of the user, listens to the vocal 

instructions of the users and extracts sounds to create a more immersive experience.  

 
Figure 3.2 - HoloLens Headset 

First and foremost,[13] to present holograms and maintain the real environment 

HoloLens uses two translucent screens and projects light in the user’s eyes. To make 

the image look as immersive as possible, in collaboration with the front cameras, the 

visual objects are presented in the right place as 3D holograms [14]. The cameras 

have a one-hundred-twenty degrees gaze that is used, not only to set the environment 

and collect as much data as they could, but also to detect user’s hand gestures.  

Furthermore, to help the holograms follow the user’s view point, HoloLens watches 

the user’s gaze and the position of the head. To do that, it contains an accelerometer to 

measure the speed of the head, a gyroscope for the tilt of the head and a magnetometer 

as a compass [13]. To take vocal instructions HoloLens has microphones and speakers 

that are above your ears to make the user thing that the sounds come from the real 

environment. The speakers are placed above the ears and not in the user’s ears to 

make sure that no sound from the environment is blocked.  
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3.3  How HoloLens is used 
 

3.3.1  User’s interaction 
 
HoloLens is used in different ways. From the moment HoloLens was released it drove 

the attention of a lot of researchers that were interested in the way users can interact 

with Mixed Reality and its benefits. However, the audience of HoloLens was also 

younger people that wanted to entertain themselves with a games or videos.  Having 

that in mind, the interaction had to be usable enough to help the occasional users and 

simple enough for the advanced users.  

In general HoloLens goggles have a very similar exterior with VR headsets. To wear 

them, the users have to rotate the headband and slide it back. Place the googles on 

their nose and then adjust the tightness of the headset around their head, by turning 

the adjustment wheel on the back of the headband. However, HoloLens has a massive 

difference from VR headset, users can see and interact with their real environment. 

HoloLens projects a transparent screen which has to be in the middle of user’s point 

of view. What makes the setup of HoloLens complicate is the fact that to set the 

screen in the middle users have to experiment with the placement of the headset, 

move the goggles around until they get the best view. HoloLens also comes with a 

strap that helps the headset stay stable and increases the weight of the gadget on the 

users’ nose. Moreover, if the users feel that HoloLens does not fit right around their 

nose, an extra nose pad is also provided. Finally, to take off the headset, users have to 

loosen the headband from the adjustment wheel and lift the whole headset.  

To interact with HoloLens there are three interaction types, gaze, gestures and voice.  

1. Gaze: The sensors that are imported on the inside of the HoloLens are able to 

detect where the user is looking at. Users can look around not only by moving 

their eyes but also their whole head. HoloLens creates a dot that works as a 

cursor and is presented where the user’s head is pointing at. This helps the 

software to know with which object the interaction is about to happen.  
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2. Gestures: The front cameras in the headset create a conceptual framework to 

detect only the gestures that occurred in it. Users cannot see the framework, 

but they are aware of the cameras and can guess their view point. The main 

hand gesture is Air Tab [15]. Users have to place whichever hand they want, 

in front of HoloLens and lift and drop only their index finger, as shown in 

Figure 3.3.  

Figure 3.3 - Air tab Gesture 

Users can also Tap and Hold. Tab and Hold is the same gesture as air tap with 

the difference that when the users drop their index finger, they keep it down 

and move around their whole arm depending on the action they want to make. 

To grab an object, they have to Tap and Hold for a little more than a second, 

release their index finger and move around their head to move the object. To 

zoom in or zoom out an object, they Tap and Hold and while keeping their 

index finger down they move their arm on the right to zoom in and on the left 

to zoom out. To tilt an object, users do the same thing they did with zoom but 

instead of moving their arm on the right and left, they move it upwards and 

downwards. Lastly, to close an application or open the menu window users 

have to do the Bloom gesture. They place their hand in front of the camera 

with their fingers closed together, looking upwards and they opened them at 

the same time as shown in Figure 3.4.  



 

23 
 

 
Figure 3.4 - Bloom Gesture 

3. Voice: In some cases, users can instruct HoloLens with their voice. HoloLens 

has a variety of keywords/ key phases that can help users interact with the 

holograms easier. (start tutorial/ begin tutorial, stop tutorial/ end tutorial, 

reset/ reset view, grab, zoom/ zoom tool, rotate/ rotate tool, tilt/ tilt tool, back/ 

go back, controls, about, etc.) 

3.3.2  Connection with the computer 

To connect HoloLens with the computer, you have to make sure that the HoloLens is 

connected with the WIFI. The first step is to “bloom” to open the menu, from the 

menu you have to tap “Settings”. On the Settings window find “Network & Internet” 

and tap it so you can connect HoloLens with the WIFI (The WIFI that HoloLens is 

going to be connected has to be the same with the WIFI that the computer is already 

connected) 
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Figure 3.5 - Select Network & Internet 

After the connection with the WIFI, press “Advanced options”, as shown in Figure 

3.6 to open the option of the specific WIFI. 
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Figure 3.6 - Select Advanced options 

When the “Advanced options” opens, scroll down until you find “IPv4 address” and 

write the address in the address bar oy your browser on the computer. If the content of 

the website that is presented is the same with Figure 3.7, press the button “Advanced” 

to continue.  
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Figure 3.7 - Press Advanced 

In addition, by pressing “Advanced” the content of the page is going to expanded and 

you now have to press “Proceed to” the IPv4 address that you have previously 

imported “(unsafe)”. At that point a pop-up is going to ask you to insert your 

HoloLens account and password and once you do that it opens up a HoloLens page.  

3.4  Research on HoloLens  
 
HoloLens is a very revolutionary gadget that attracted the eyes of researchers for 

years. There is a plethora of research papers that use HoloLens as an MR device that 

could be compared with the 2D interaction type gadgets. [4] A study specifically 

separates the participants based on the type of visual information processing, and then 

compares HoloLens’ experience with desktops. In general, it appeared that, despite 

the cognition type and the small difficulties FDs faced, HoloLens was more effective 

and accurate. In addition, another study that wanted to research more on the 

differences on the interaction between the two cognitive types used HoloLens [3]. The 

differences were huge as FDs had more difficulties than the FIs in all the possible 

ways of interaction (Go to Chapter 2.2.4 to learn more about the study). Moreover, 

HoloLens opened the doors to different application ideas that brings a revolutionary 

improvement to technology and everything that can be associated with it. For 
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instance, recently a paper has been published, that presents the development of an AR 

system that tests an early onset of Alzheimer’s disease, using MS HoloLens [16].  As 

the security of our privacy becomes more important, a variety of authentications 

system have been researched and tested. A recent study on HoloLens, describes the 

implementation as well as the evaluation of a Recall-based Graphical Password 

Authentication, named HoloPass. In terms of security no significant difference was 

found in comparison with the desktop version of the application, however in terms of 

user preference related to authentication type HoloLens, it appeared to be more usable 

[17]. 

3.5  What is Emotiv EPOC + 
 
Emotiv EPOC+ is a multi-channel EEG system that offers several applications such as 

neurotherapy, biofeedback and brain computer interface. It includes fourteen channels 

that are based the 10-20 system (Go to Chapter 2.4 to learn more about how EEG 

works), which are AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4. It 

does not contain all the channels from the 10-20 system and that is why it cannot 

support a full BCI experience.  
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Figure 3.8 - Emotiv EPOC+ channels' placement  

Emotiv EPOC + has three different detection software, Expressiv, Affectiv and 

Cognitiv suites [18]. The Expressiv suite is used to illustrate the user’s facial 

expressions. The Affectiv suite tracks the emotional states of the user. Finally, the 

Cognitiv suite performs a BCI control, which helps the user make an external activity 

on a computer, by using the brain signals that are detected form a device [19].  

3.6  How to use Emotiv EPOC + 
 

3.6.1  How to wear Emotiv EPOC + 
 
Emotiv EPOC+ is meant to be used in research. It is a cheap headset, so it could be 

easily purchased from universities or companies that want to analyze the human brain 

or try the BCI feature. There is a plethora of people that are interested on Emotiv 

EPOC+ and that does not only contain researchers, that are going to have some time 

interacting and get to know its features before using it. In addition, a common user 

can train the BCI system to control the computer with commands from the user’s 

mind.  

However, it is quite complex to adjust the headset properly. Emotiv EPOC+ contains 

a headset, pack of fourteen sensors, a bottle of distilled water, a charger and a USB.  
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The headset had to be fully charged before using it. It usually takes 4 hours to be fully 

charged and it has to be on the “off” position. When the headset is fully charged the 

users have to hydrate every sensor while they are in their pack, using the distiller 

water. When each and every one of the sensors are fully hydrated, they can be 

installed in the black plastic headset arms, by turning them clockwise. The sensors 

have to be fully hydrated on the headset.  

The users have to turn on the headset and insert the USB in their computer or connect 

it with Bluetooth. To wear the headset, users have to slide it down from the top of 

their head without stretching it. Each side has two basic sensors that were initially on 

the headset, these sensors have to touch the bone behind each ear lobe. The two front 

sensors should be approximately three fingers above the eyebrows or on the hairline. 

 
Figure 3.9 - How to wear Emotiv EPOC+ 
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In the screen of the computer users can see the sensors’ placement and make sure that 

every sensor has a green color. The sensors can have four different colors, each of 

them means a different thing. 

• If a sensor is black, it means that it cannot be detected. 

•  If it is red, it means that is not properly attached to the head. 

•  If it is yellow, it means that the measurements are not going to be that 

accurate. 

•  If it is green, the sensor is fully adjusted and in the right position.  

 After making sure that every sensor has a green color, the users have to press down 

the two basic sensors for twenty seconds. 

3.6.2  Connection with Computer 
 
While wearing Emotiv EPOC+ it has to be connected with the computer. The users 

can connect it with USB or with Bluetooth. To use the headset the users have to 

download an application from their official website 

(https://www.emotiv.com/product-category/applications/). In their website they have a 

plethora of applications and licenses that can be purchases from anyone that owns the 

headset.  

Their free application is called EmotivBCI. EmotivBCI provides the users the basic 

features of Emotiv EPOC+. Users can train the commands and control machines, view 

in real-time their emotional state, view their facial expressions and they can see the 

motion sensor data streams from their headset. EmotivBCI is a very useful tool if 

users only want to view their data, train the BCI system and get used to the headset. 

However, the data cannot be downloaded so the application cannot be useful to a 

researcher that wants to analyze the data.   

https://www.emotiv.com/product-category/applications/
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The website provides a variety of license that provide different functionalities. More 

fitted in our situation was “PRO License”. “PRO License” contains everything that 

EmotivBCI does but it adds some more functionalities. It is created for researchers 

because it provides the ability to export Raw EEG data, Performance Metrics data, 

Motion sensor data and FFT/Band power data in real time. After downloading the 

“PRO License” users insert their Emotiv account and whenever the headset is 

connected with the computer, they can access the application and select the feature 

they want.  

3.6.3  Performance Metrics Data 
 
The “Performance Metrics” feature presents a graph with the emotional state of the 

user. The y axis starts for zero to one hundred and the x axis it represents the time 

every ten seconds.  

“Performance Metrics” contains six emotions that the user might feel: 

• Stress (FRU): It represent the comfort the user feels while doing a certain task.  

High stress level means that the user is probably feeling devastated or the task 

is difficult. Low or medium stress level means that the productivity is 

improving.   

• Engagement (ENG): It represents the level of immersion in the moment and it 

connects with the attention and concentration the user has while doing the 

task. High engagement level means greater attention, focus and workload.  

• Interest (VAL): It represents the attraction the user feels in the environment or 

task. High interest level means high sympathy feelings. Medium interest level 

means that the user neither like nor dislikes the task. Low interest level means 

that the user has a strong antipathy of the task. 

• Excitement (EXC): It represents a feeling of a physiological enthusiasm, that 

results on different responses. For example, pupil dilation, eye widening, 
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sweat gland stimulation, heart rate and muscle tension. Higher excitement 

range means higher physiological enthusiasm. It provides short-term changes 

in the user’s excitement over time.  

• Focus (FOC): It represents a fixed attention on a task or a specific element. 

High focus level of task switching means poor focus and distraction.  

• Relaxation (MED): It represents the user’s ability to recover from deep 

concentration. High score of relaxations means that the user can easily relax.  

Every time users want to save their data, they have to start a recording by pressing the 

red dot in the left corner. After the interaction is over from the same spot the 

recording can be stopped. In the side menu the “Recordings” section, has every 

recording that the users have already saved. From there they can Export their data in a 

csv format.  

They are exported three files. The name of each file is almost the same, first it is the 

name of the recording then, the date of the recording and then the timestamp the 

recording started. Each of the above are separated with a “_”.  

Figure 3.10 - Test1 file example 

Each file has a different use and format: 

1. recordingName_date_timestamp: This file is the biggest of the three of them 

and it is called EDF file. This file is compatible with a plethora of EEG 

analysis programs. The first line of the file has a couple of information about 

the recording. The “title:” contains the title that was given to the recording by 

the users. The “recorded:” contains the local date and time when the recording 

was started to the nearest second and it is presented in the format “[Month]-

[Day] [Hours].[Minutes].[Seconds]”. The “timestamp started:” contains the 
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time the session was started to the nearest millisecond and it is presented in 

the format “[Year]-[Month]-[Day]T[Hours]:[Minutes]:[Seconds]+[hours from 

GMT]”.  The session starts when the headset connects to the application. The 

“sampling:” represents the sampling rate per seconds. The “subject:” it is the 

name of the subject that was given by the users when the recording started. 

The “labels:” contains the name of each column. To make the file readable the 

content of the “labels:” be arranged on each column. The “chan:” represents 

the total number of columns in the file. The “units:” contains the 

measurement units.  

After arranging the content of the “label:” cell every column in the file now 

has a name. The “COUNTER” column can have the value 0 to 128 and it 

represents the packet counter. The “INTERPOLATED” column is a flag 

which has the value 1 if a packet was dropped and the value 0 if the sample 

was good. The follow fourteen columns that have the names “AF3”, “F7”, 

“F3”, “FC5”, “T7”, “P7”, “O1”, “O2”, “P8”, “T8”, “FC6”, “F4”, “F8”, “AF4” 

represents every sensor on the headset and they contain the voltage 

fluctuations over time. The column “RAW_CQ” represents the eight bottom 

bits of the uncompressed EEG signal and it is used to get the contact quality of 

the indicators in the application. The following two columns “GYROX” and 

“GYROY” represents the horizontal and vertical difference readings since the 

previous sample. The “MARKER:” is the actual value of the market that has 

been inserted. When the value is 0 it means that there was not marker trigger 

detected. If the marker trigger was detected the value is the associated number. 

The “MARKER_HARDWARE:” is the index of the device that has been used 

to trigger the marker. The first device has value 1 and the second the value 2. 

The “TIME_STAMP_s” and “TIME_STAMP_ms” are the number of seconds 

(s) and millisecond (ms) that were passed after the headset was connected to 

the application. The following fourteen columns that have the names  

“CQ_AF3”, “CQ_F7”, “CQ_F3”, “CQ_FC5”, “CQ_T7”, “CQ_P7”, 

“CQ_O1”, “CQ_O2”, “CQ_P8”, “CQ_T8”, “CQ_FC6”, “CQ_F4”, “CQ_F8”, 

“CQ_AF4” represents the color of the CQ map indicators, if the value is 0 it 
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means black, if it is 1 it means red, if it is 2 is orange, if it is 3 is yellow and 

finally if the value is 4 it means green. The last two columns have the names 

“CQ_CMS”, “CQ_DRL” and they show the contact of the headset. Red is 

represented with 1 and green is represented with 4.  

2. recordingName_date_timestamp.pm: This file is the most important file, as it 

contains the “Performance Metrics” of the recording. This file is in a CSV 

format. The column “Timestamp” contains the timestamp of the sample 

seconds after the headset connected. To transfer the timestamp in the real 

time, we set the cell’s format on “Time” and we created an excel format that 

has as a result the real local time.  

Real local time= (Timestamp+("1/1/1970"-"1/1/1900"+1)*86400)/86400 

+TIME(2,0,0) 

The file analyses six emotional states that were explained early in this 

subchapter. Every emotion has a “nickname” _ENG= Engagement, _VAL= 

Interest, _MED= Relaxation, _FRU= Stress, _FOC= Focus, _EXC= 

Excitement. There are five columns for each emotion: 

a) SCA= Is the raw data that can be a number from 0 to 1. Scaling is 

based on a successive approximation of the mean and difference for 

each recording and it is calculated as the session progresses.  

b) RAW= The raw values can be a negative single digit number to a 

positive single digit number. These numbers are meaningful only 

when looked at relatively.  

c) MIN & MAX= These columns are calculated from the scaled data and 

are set based on the population data.  

d) ACT= Is a flag that has the value 1 when the Performance Metrics is 

active and 9 when it is not. 
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The column “SCA_LEX” represents long term excitement and it is a better 

measurement of the overall mood, rather than intense changes in mental 

arousal.  The last fourteen columns that have the names  “CQ_AF3”, 

“CQ_F7”, “CQ_F3”, “CQ_FC5”, “CQ_T7”, “CQ_P7”, “CQ_O1”, “CQ_O2”, 

“CQ_P8”, “CQ_T8”, “CQ_FC6”, “CQ_F4”, “CQ_F8”, “CQ_AF4” represents 

the color of the CQ map indicators, if the value is 0 it means black, if it is 1 it 

means red, if it is 2 is orange, if it is 3 is yellow and finally if the value is 4 it 

means green. 

Figure 3.11– Snap shot of a small part of the CSV file 

3. recordingName_date_timestamp_marker: This file is in a JSON format and it 

contains the description of the keystroke markers used. The baseline markers 

and their values are “Eyes Opened Start: 1”, “Eyes Opened End: 2”, “Eyes 

Closed Start: 3” and “Eyes Closed End: 4”. 

3.7  Research on Emotiv EPOC + 
 
Emotiv EPOC+ is a useful tool for researchers that want to analyze more human 

emotions in different situations, and to improve the BCI applications, so they can be 

easily accessible to people that really need them. As Emotiv EPOC+ is a commercial 

tool a research has been conducted describing its capabilities and pointing out its 

drawbacks. 

 [20] Emotiv EPOC+ appeared to be a little sensitive as the sensor could easily broke 

and after some time, they were non oxidized.  In addition, a journal   wanted to 
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examine whether Emotiv EPOC+ had a potential to be used to control a computer 

using facial expressions [21]. It describes Emotiv EPOC’s + accuracy, on the two 

studies they have conducted, mentioning that after some time its accuracy started to 

improve. Finally, on the previous version of Emotiv EPOC+ (Emotiv EPOC), it was 

conducted a study that wanted to measure the cortical activity when the participants 

were introduced to noises [22]. 
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4.1  Introduction 
 
The data analysis is a hard and time demanding task. Considering that, a website for 

presenting and managing the data is required. The aim of the website is to simplify the 

data analysis, by presenting only the needed data with a neat and simple way to help 

the researcher conclude. The website is called Holo Logger since it is based on a log 

file that is extracted from Galaxy Explorer on Microsoft HoloLens. 

 

 

4.2  Project Introduction 
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4.2.1  Galaxy Explorer 
 
Galaxy Explorer is an open source application on HoloLens created by Microsoft. It 

aims at educating and entertaining the user by showcasing and providing auditory 

information for our Galaxy. With the plethora of colors and the realistic graphics it 

transforms the room into our galaxy and encourages the user to explore the planets. 

The application has an educational feel to it, since there is a tour guide for every 

point, that the user wants to learn about, in the universe. 

Galaxy Explorer is provided by Microsoft, it is available on GitHub, and the version 

that is deployed on our HoloLens exports a log file with the user’s interactions with 

the application.  

 

Figure 4.1 - Interaction with HoloLens 

4.2.2  Project Requirements 
 
First and foremost, an interview with the co-supervisor of my dissertation was 

conducted to set the requirements and define the general interface of the website. 

Before the website, the data analysis had to be done manually, so it is also going to be 

used for future studies with Galaxy Explorer. 

The website had to have a clean and neat interface. The users of the application are 

going to operate with its features for long periods of time and the analysis that they 
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will have to do is usually very time consuming and hard. Having that in mind, the 

interface had to be simple with only the important information being presented. 

The primary action of the website was to upload a file. The researcher has to upload 

the Log File that is extracted from HoloLens. When the log file is uploaded, its data 

are divided in the database (the way the data are divided is explained further down in 

the report). The researcher can, then, view the uploaded data. 

After a previous study was conducted, it was observed a specific format for the data 

submission. Everything had to be in tables, to help the user connect the associated 

information. The actions are separated per user. Firstly, the user of the applications 

must have the ability to add the personal information of each participant. The personal 

information is important for the data analysis at the end. For each participant the user 

wanted to view all their actions, so they can make more detailed assumptions. In 

addition, equally significant was the fact that it was also wanted to present the actions 

that referred to “Tabbing” an object and the frequency of each action per user.  

Furthermore, the most important was the extraction of the excel files. The excel files 

are useful for the comparison of the results. It had to be in a specific format, to help 

the user insert the file to data analysis algorithms.  

4.3  Logger 
 
To create the Log file, we have to deploy our version of Galaxy Explorer which 

extracts the file. To find the right version, you must connect HoloLens with the 

computer, select “Views” from the site-map and then from the “Apps” tab, you have 

to select the Galaxy Explorer with the same description as shown in Figure 4.2 
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Figure 4.2 - HoloLens Website- Apps 

4.3.1  Extract Log File 
 
The interaction with the user starts to get recorded from the moment the application 

has opened. When the interaction with the application is over and the user exits 

Galaxy Explorer, the log file can be extracted from the computer, when it is connected 

with HoloLens. (Go to Chapter 3.3.2 to see how you can connect HoloLens with the 

computer) 

From the HoloLens website after selecting “System” on the site menu press “File 

explorer” and follow the following steps. 

Step 1 

 
Figure 4.3-  Select LocalAppData 

 
Step 2 
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Figure 4.4 - Select Galaxy Explorer 

 
 
Step 3 
 

 
Figure 4.5 - Select LocalState 

 
Step 4 
 

Figure 4.6 - Select save icon in row MyLogFile.txt 

4.3.2  Log File Format 
 
The Log File has every action the user has made from the moment Galaxy Explorer 

opened. If you do not delete the log file after a user has completed their tasks, the 

actions of the next user are added at the end of the file.  

 The name of the file is “MyLogFile.txt” and the lines have a specific format. As it is 

shown in Figure 4.7 after every word there is a [space]. The first string of each line is 
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always the time, which is presented in a simple format “H:MM:SS”. In addition, the 

most frequently displayed lines have the format “desiredTarget [object]”, which 

represent the specific time the user gazed at an object. Furthermore, there are lines 

that have the format “Hand Hand[action]” or “Hand TapPressed”. At the first format, 

[action] can either be “Enter” or “Exit” and it represents the movement of the hand in 

front of HoloLens’ camera. The second format is recorded when the user air-taps but 

this action does not specify the object the user is trying to air-tap. Lastly, an action 

very rarely displayed is “TriggerSpeechCommand [word]” which is recorded when 

the users use their voice to make an action and the word is a specific keyword which 

is set from the application’s developers. 

 
Figure 4.7 - Snapshot from MyLogFile.txt  

 

4.4  Website Description 
 

4.4.1  Log File Separation  
 
After a user study, the log file consists of a lot of data and it becomes hard to read. 

Therefore, the first part of the separation is to separate the actions per user. Every time 

a new user interacts with Galaxy Explorer, a new timer restarts from 0:00:00 and the 

actions are added to the end of the file. This made the user separation easier as the 

time resets to 00:00:00 immediately for each new user. Then every line was split and 

saved in a specific database.  
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4.4.2  Database 
 
The creation of the website required a database to store every information that existed 

in the log file. The database is called “logger” and it consists of three tables. “user”, 

“taskObject” and “descriptionAct”.  

The table “user” contains every data that is related with the user. While reading the 

log file the program compares the current time with the previous one and when the 

current line has a smaller time than the previous then it automatically creates a new 

user in the “user” table. The ID of the table is an auto-incremented integer and the 

username is “user-[number]”. The [number] is auto-incremented from the web 

application. In addition, when the program finds a new user, it automatically inserts 

the duration of the interaction of the current user, which is the time that is written in 

the last record of said user, and then creates a new user. Moreover, there are some 

empty columns for each user that interest their personal information and can be 

updated from the researcher who uses the web application. Those columns are “Age”, 

”Sex”, “Feel” and “TestScore”. The “Age” and “Sex” columns are very important in a 

study as a lot of papers are consecutively commenting on the age and gender of the 

participants. Equally significant, are the “Feel” and “TestScore” columns as a variety 

of studies in Human Computer Interaction are interested in GEFT Tests and their 

results. Finally, a column automatically saves the creation date of each user to help 

the researcher keep track of the data. 
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Figure 4.8 - User Table in Database 

The table “taskObject” collects only the name of the Objects in every action. Every 

object is imported in the table only one time. The program selects all the actions from 

the log file, except the ones that contain the word “TapPressed” and takes their last 

word as an object. If a new action occurs and the object of the action is not in the 

table, then it is going to be imported. The tapPressed actions are not selected because 

they have no object. Finally, the “taskObject” table’s ID is an auto-incremented 

integer. 

Figure 4.9 - Task Object Table in the Database 

The table “descriptionAct” is the most complex table of the three, as it is connected 

with both the other tables and cannot hold any data without them. Its ID is also 

autoincremented integer. The column “Name” defines the name of the action, in our 

case it is the word after the time. In addition, the column “Time” is the time that the 

action took place. For example, the first line in Figure 4.7 has the name 

“desiredTarget” and the time 00:01:19. The most important fact about this table is the 

connection with the two others. The “descriptionAct” table has as a foreign key the ID 

of the user that did the action and the columnd is named “UserID”. To set this foreign 

key, the web application keeps a variable of the name of the current user and every 

time a new action occurs, the Database is instantly notified. Moreover, the table is 

also connected with the table “taskObject”. The column “objectID” is also a foreign 
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key and it is connected with the corresponding object from the “taskObject” table. To 

set this column we had two types of lines, the lines with the objects already defined 

and the “tapPressed” lines. The already defined lines are easily connected with 

“objectID” because their object is mentioned as the last word. However, the 

“tapPressed” lines do not have an object. To define the object of those lines, the web 

application keeps a record of the previous object that had been “desired” (gazed at) by 

the user and when the action is “tapPressed” it connects it with the recorded object. 

Figure 4.10 - Description Act Table in the Database 

4.4.3  Presentment and Edit of the Data 
 
The web application is going to be used for Data Analysis, so it has to be simple and 

very clean to help the users focus on the important information and not distract them. 

The information the users need to see are simple and the necessary actions are very 

limited.  

The home page is a simple interface with two buttons, giving the user the options to 

upload data or to review data. If the users want to upload data they can easily browse 

for the log file, which is a .txt file. The web application cannot interact with any other 

type of file. The log file must be the same format as it is exported from HoloLens. If 

the users want to review the data, the first page that is presented to them is a table 

with all the users and their personal information. The table has the User name, the 

Duration (the whole time they needed to finish the interaction with the Galaxy 

Explorer), the Date the user was created and some information that can be added in 

the table from the user of the web application as shown in Figure 4.12. Specifically, 

the Gender of the user, the Age of the user and the two variables that can be extracted 

after the GEFT test. 
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Figure 4.11 - The interface of the Review Data functionality 

 

In addition, the researcher can view a more detailed review of each user by clicking 

their row in the table. The new page gives the researcher three new tables that are 

related with the selected user. The researcher can insert or change the personal 

information of the selected user by using the form shown in Figure 4.12. The form 

does not have to be fully completed to be submitted, in our case we did not import any 

information that was related with the GEFT test. After pressing the “Submit Changes” 

button the Database is going to be updated with the new data. Moreover, the more 

important data of each user are presented inside the three dropdown tables. The first 

table with the title “All Actions” displays every action the user did from the moment 

Galaxy Explorer started in HoloLens. The second table which is called “Task 

Completion” displays every air-tap the user did in the Galaxy Explorer and also the 

object they tapped. The final table, called “Frequency of Actions” displays the names 

of all the actions the user did once and how many times they did every action. 
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Figure 4.12 - The interface of the Detailed Data of user-2 

 

4.4.4  Excel Extraction  
 
The final requirement of the website was to export the data in excel files. Every table 

that was described above has a button called “Export”. When the button is pressed it 

automatically downloads the selected table in a .csv format.  

On the “Review Data” page, where all the users are presented there are two buttons, 

“Export Desired” and “Export Tapped” (view Figure 4.11), both of them download a 

.csv file, with a very similar format. Every row of the file is related with one user. As 

shown in Figure 4.13 the first seven columns are common in both files. They are 

general information about the user, starting from the username, age, gender, the two 

variables that are extracted from the GEFT test, the duration of the user’s interaction 

and the amount of actions. In addition, for each action the files have two types of 

columns. The title of the first column is the name of the action and each record, 

contains the amount of times the user did the mentioned action and the contents of the 

second column is the first time the action occurred.   
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Figure 4.13 - actionPerUser.csv file format 

The button “Export Desired” downloads a file called actionPerUsersDesired.csv and 

contains every object that has been desired from each user. The format of the file is 

similar with the one shown in Figure 4.13 with the difference that the action column is 

the action every user made, that starts with “desiredTarget”. The button “Export 

Tapped” downloads a file called actionPerUsers.csv and it contains every object that 

has been tapped by each user. In Figure 4.13 it is representation of the file with fifteen 

users and the action column is all the actions every user made that start with 

“TapPressed”. 

4.5  Website Development 
 

4.5.1  Tools 
 
The website was built using VS Code, HTML, CSS, JavaScript and PHP. First but 

foremost, a throw-away prototype of the website was made, to make sure that the 

layout was defined and to split the information into windows. After a meeting with 

my co-supervisor, the prototype of the website was finished and the front-end was 

implemented using HTML and CSS. The front-end had to be simple. The main color 

had to be white to help the user concentrate on the information and to not get 

distracted while analyzing their data. There are three main colors in the website that 

were found from the image in the home page (Figure 4.14), #f7f6f6 for the 

background of every page, #d48b47 for the main titles and lastly #30303c which is the 

color of the header of the page and of each table. 
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Figure 4.14 - Home page background image 

 

The main items in the website are the tables to display the data and the buttons to 

extract the excel file or to delete all the data. The functionality of the website is 

implemented using JavaScript, the interface has its own ”.js ” file and “.php” files. 

The “.js” files have the functionality of the website. For instance, the reading of the 

Log File is implemented in a “.js” file and the connection with the database with a 

“.php” file.  

The connection with the database was implemented using PHP. To create the 

database, I used XAMPP which provides a local host server with a database 

infrastructure. All the files are .php to make the extraction and import of data easier. 

The data are fetched from the database into the tables automatically every time a 

refresh occurs and the tables are updated with the click of the button “Submit 

Changes”. To fetch the data and display them in the tables a MySQL query requests 

the needed information from the database and with a while loop in PHP, everything is 

displayed in each row. The small forms were created in HTML and as a placeholder 

they must display the value that exists in the database for each record they represent, 

so php was used to display that data. 

Too implement the main two buttons that extract the data in .csv files, a series of 

queries were implemented and the data are extracted with the help of PHP, JavaScript 

and Ajax. 
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4.5.2  Problems 
 
To implement the website fully only a few minor problems appeared. The display of 

the data and the architecture of the information was important and to perfect the way 

they are presented, it was necessary to have extra meetings with my co-supervisor to 

make sure their usability. The most important feature of the website are the data. The 

way the data are collected was important, so the separation of the log file was a 

delicate procedure, to make sure that every information for the user was easily 

extracted and every table in the database is connected as needed with the other tables.  

Another important part was the extraction of the csv file. The problems that I faced on 

the extraction of the file was the way to present the data as simple as possible to help 

the user for their analysis. The extraction had to be in a certain way and it had to 

include all the users together. To achieve the most useful format of the .csv file we 

had to take into consideration all the data of the previous research on Galaxy Explore 

and the way the database is structured. 
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5.1  Introduction  
 
In this chapter it is going to be described the user study with children. To describe the 

user study, first of all we must take into consideration the literature and the reason the 

study was selected. The user study is going to be compared with a previous study that 

was conducted with adults. In addition, the main part of this chapter is to look in the 

hypotheses, methodology, results of the user study with children and the comparison 

with the adults. 

 

 

5.2  User study structure 
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5.2.1  Hypothesis 
The study was designed based on the following hypothesis: 

H0: There are no differences between adults and children towards the i) time spent, ii) 

number of unsuccessful taps, iii) objects viewed, iv) number of times the target item 

viewed before selected, for achieving each target object.   

5.2.2  Training Phase 

The study was performed with children, so the training phase was the most important 

part. HoloLens is perceived as a new gadget for children, especially in Cyprus. 

Having that in mind it was very important to explain to the participants the way 

HoloLens works and how they can interact with it. To make sure that the participants 

understood the way they can interact with HoloLens, we explained the different 

gestures and how to use them and an application about gestures was played by the 

participants. The application is initially on HoloLens and it is called “Learn Gesture”, 

It explains the gestures with different holograms, guides users to try and get used to 

gestures and gives them as much time as they need, so they can feel comfortable.  

 
Figure 5.1 - Screenshot of Learn Gestures 

5.2.3  Basic Phase 
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The basic phase has the same tasks as a previous study which performed with adults, 

to make sure that the results can be comparable. Participants had to interact with 

Galaxy Explorer on HoloLens and complete the tasks that they were instructed to do, 

so specific data can be extracted. In addition to the Log file, that is extracted from 

Galaxy Explorer through the logger, we collected qualitative data through 

observations about the way the participants reacted, the difficulties they have found, 

but also the comments they had during the basic phase.  

The user study was in Greek but all the instructions on the applications were in 

English. If the participants were not comfortable with English everything had to be 

translated to help them interact with HoloLens. Also, to find the object of each task, if 

the participant did not know the translation or the way the object is written, a 

translation was made for them and sometimes the spelling of the word.  

Tasks: 

1. Find “Solar System” and select it 

2. Find the “Sun” and select it 

3. Using “Grab” from the toolbox move the sun wherever you want 

4. Go back 

5. Find “Earth” and select it 

6. Using “Zoom” in the toolbox zoom in or zoom out on earth  

7. Go back 

8. Find “Uranus” and select it 

9. Using “Tilt” in the toolbox rotate Uranus 

10. Go back 

11. Go back, again  

12. Find “Galactic Center” and select it 

13. Find “Sagittarius A*” and select it 

14. Go back to find the “Earth” 

15. “Bloom” to close the application 

5.2.4  Questionnaire 
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The log file and the observations were not enough to make sure that we understood 

the emotional state of our participants while interacting with HoloLens, so to define 

usability issues on HoloLens we conducted a questionnaire. The questionnaire took 

place after the basic phase and every question had to be read at loud to make sure that 

our participants understood.  

Some of the questions used the Geneva Emotion Wheel (GEW) which helps the 

researcher to understand the emotional state of the participants by asking them to 

point at their emotional state in the wheel at the Figure 5.2. The GEW we selected 

was only for children, as the colors were bright and main emotions were simple 

enough for them to know. However, we explained the emotions on the wheel, to make 

sure that everybody understood.  

The questionnaire was translated in Greek and the participants were asked all 

questions out loud, while the researcher was writing down the replies, so children did 

not have to write anything. 

The Questionnaire: 

1. Is it your first time you are using HoloLens?  

2. What did you like more about HoloLens? 

3. What made you more impressed? 

4. What made it harder to use HoloLens? 

5. What you did not like on it’s use? 

6. What other electrical gadgets do you use in your everyday life? 

7. From a scale of 1 to 5 how hard did you find the gestures? (scale 1-5 very hard – very 

easy) 

8. Was there a gesture that was harder for you? 

9. From a scale of 1 to 5 how hard/tiring did you find the selection of an object with 

your head movement and gaze? (scale 1-5 very hard – very easy) (scale 1-5 very 

tiring – not tiring at all) 

10. From a scale of 1 to 5 how hard/tiring did you find the selection of an object with 

your hands? (scale 1-5 very hard – very easy) (scale 1-5 very tiring – not tiring at all) 
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11. Was there a moment in the study that you were trying to do something but you 

could not from the first try? If your answer was yes, what were you trying to do?  

12. Was there a moment in the study where you were tired or bored and did not want 

to continue? 

13. Would you want to use HoloLens again? 

14. Can you think of any other use of HoloLens? 

 

 

Figure 5.2 - Geneva Emotion Wheel of children 

15. Using the wheel above, how would you describe your emotions while using 

HoloLens? 

16. Using the wheel above, how would you describe your emotions while trying to do 

something that you find hard to do? 

17. Using the wheel above, how would you describe your emotions while succeeded to 

do something that you found hard at first?  
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5.2.5  Consent Form 
Since the study was with children a Consent form had to be made, to make sure that 

the guardians were informed about out study, the methodology we were using and the 

data we were going to collect from the study. The form was sent in Greek:   

Dear gardeners, 

I am Antrea Chrysanthou, I study Computer Science at the University of Cyprus. In 

context of the thesis that I have to conduct with the oversight of Dr. Styliani 

Kleanthous, who is a visiting lecturer on the department of Computer Science in the 

University of Cyprus.  

What is our research: 

In our research the children will have the opportunity to experience one of the latest 

technologies on mixed reality on HoloLens. The research was going to conducted 

with children 8 to 15 years old, using HoloLens. HoloLens is an electrical headset 

made with Microsoft which connect a virtual reality with the reality, using holograms. 

The aim of this research was to compare children’s reactions with the reactions adults 

had in the same experiment that already happened.  

 

The research which the users are participating in, is divided into 3 parts 

1. Training Phase: To make sure that the children can feel confident with 

HoloLens and learn how it works. 

2. Main Phase: The children are going to interact with a virtual world where it is 

going to be presented to them a hologram of our galaxy and solar system. In 

that phase children are going to be asked to recognize some planets.  

3. Questionnaire: Finally. Children will have to answer to some questions about 

their experience with the user study.  
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Children’s participations is voluntary: 

The children can take a break whenever they want to, but also they can stop the user 

study.  

Information we want to collect: 

The user study is anonymous. The actions the users are going to make in the course of 

the experiment are going to be observed and write down.  

How we ensure your privacy 

We may publish research papers and reports that may include you comments and 

actions, but your data will be anonymous. This means your name and identity will not 

be linked in our research reports to anything you say or do.  

Your consent 

Please sign this form showing that you consent to us collecting these data. 

I give my consent (please tick all that apply): 

☐ For people to observe my child during the research. 

☐ For my child’s interaction data to be tracked. 

If you want to withdraw your consent in the future, contact the persons named below 

who will destroy any personal data we hold about you (such as the recordings). 

Otherwise, we will delete your personal data after two years.  

Antrea Chrysanthou (antreachrysanthou@gmail.com) 

Dr. Styliani Kleanthous (stellak@cs.ucy.ac.cy) 

mailto:antreachrysanthou@gmail.com
mailto:stellak@cs.ucy.ac.cy
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Participant’s Name ____________________________________ 

Signature  ____________________________________ 

Date   ____________________________________ 

5.2.6  Pilot 
 
Because the tasks of the basic phase were created for adults, a pilot test was 

conducted to make sure that the tasks were not too difficult for children. The pilot test 

happened with only one female participant. She is eleven years old and had never 

used HoloLens. She was asked to finish every task from the training phase and the 

basic phase. From the observation of the pilot, the tasks for the basic phase were 

understood to be simple enough for children and a few notes where made on the way 

the training phase had to be improved. The training phase was the most important part 

in the pilot, after the pilot it became clear that it had to be more emphasized to help 

the children understand how they can interact with the HoloLens.  

After the pilot and a meeting with the co-supervisor the structure of the study was 

complete.  

5.3  User study 

5.3.1  User Study Description 
 
The user study happened in one week. The consent forms were sent to every guardian, 

to read the requirements and fill the forms. After receiving the consent forms, we set a 

program so that every child was going to participate in the study for thirty to forty-

five minutes. The study ended up having twenty participants from eight to fifteen 

years old. Every step that was descripted on the “User study structure” was 

implemented. 
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5.3.2  Data Analysis and Comparison with Adults 
 
The data analysis focused on the time that each participant needed to achieve each 

target object, the gaze behavior they followed to locate the item, according to their 

gaze data within HoloLens and the tap gesture use. These were analyzed based on the 

participants’ age (adult/child) and the difficulty level of each target object. 

In order to test our research hypothesis, we initially run an Independent Sample T-

Test between adults and children with respect to the total time in seconds they 

required to complete the task. Adults (M: 523.45, SD: 186.43) took more time to 

complete the task compared to children (M: 485.95, SD: 103.12) The results revealed 

no significant differences in the total time the users in the two groups required to 

complete the tasks (t(49) = 0.820, p = .416). Furthermore, to investigate differences in 

the gaze behavior of the participants (how many objects the participants viewed while 

searching for a target object), an Independent Sample T-Test was run. There was a 

statistical difference between the two groups of users in their gaze behavior before 

selecting a target (t(47) = -2.32, p = 0.025) Adults viewed significantly less objects 

before selecting a target overall (M: 19.39, SD: 17.26) compared to children (M: 

39.89, SD: 43.89). The number of tap gesture use was examined similarly to above. 

No statistically significant results were revealed in the number of tap gestures for 

selecting Uranus. However, when examining the number of tap gestures performed 

for locating Sagittarius (t(47) = -2.844, p = 0.007) and Earth (t(49) = 4.700, p = 0.000) 

objects there was a significant statistical differences between adults and children, with 

adults using less taps for selecting Sagittarius and children using less taps for selecting 

the Earth.  

It was interesting for us to also look whether there are any differences between 

genders in the two groups. Independent Sample T-Test revealed no differences 

between genders in adults nor children participants. Similarly, we explored the 

differences between younger and older children (aged 8-11 and 12-15). There were no 

statistical differences in their interaction behavior based on the parameters we have 

examined. 
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5.3.3  Qualitative Data Analysis 
 
While the children were interacting with HoloLens some observations were made, to 

have a better understanding of their experience. 

A very significant observation is that most of the children under 10 years old were 

more stressed than older children, and this was later confirmed from the 

questionnaire. However, the stress of the younger participants was not really affecting 

their interaction, as they were following the instructions and interacting with 

HoloLens as better as they could.  

Equally significant was the fact that most of the children found the hand gestures 

hard, but it was observed that their interaction improved with time. User 17 

specifically mention that “At the beginning I could not tap but that happened because 

it was my first time. After the tutorial I could tap the holograms easily.” It was also 

observed that most of the users could not zoom from the first time, specifically one 

user found it that hard that they did not wish to try zooming again, and they continued 

the experiment with the next actions. Furthermore, nobody remembered the “bloom” 

gesture and when they were asked to “bloom” to close the program, most of them 

were looking at the toolbar in Galaxy Explorer to find a bloom icon or they asked for 

guidance. Very significant was the fact that most of the children could understand the 

way their head had to move so they can look around and interact with as many 

holograms as possible, although there was a very small number of participants that 

found it hard to move around, to understand what the dot (their gaze) is doing and 

how to make the dot follow what they are looking at.  

Moreover, most of the participants were excited to use HoloLens for the first time and 

when they were asked what they liked, most of them answered with amazement on the 

way they could communicate and interact with HoloLens. User 6 noted “It is like VR, 

but HoloLens has a camera and it can see my hands, so I can select the planets.”. 

Several children were also amazed about the fact that they can hear the instructions 

without headphones.  
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In terms of the tasks it was observed that the participants could easily view the items 

that were asked to. A small number of children prefer to watch around or listen to the 

voice informing them about the planets, in contrast to most of them who wanted to 

finish the task so they can continue. It was also noticed that only 3 participants could 

find Uranus without asking or getting any guidance. Also, 3 participants were able to 

find the earth when they were not in our Solar System, most of them panicked and 

asked for help because they could not see the earth in their screen.  

Finally, it was noticed that HoloLens has a massive problem with the participants that 

could not take off their glasses. In that situation, the setup of HoloLens was very hard 

and time-consuming, the participants had to hold the HoloLens in one place all the 

time and this could affect the interaction process. Also, most of the children after 

approximately 30 minutes they were tired because the HoloLens started feeling heavy 

on their head. Most of them did not mentioned the distress they felt because they did 

not want to stop the experiment but when they were asked to note something, they did 

not like about HoloLens their comments were that it was toο tight or toο heavy on 

their head. “It was too heavy on my nose.” -User 19, “It was too heavy that I wanted 

to sit.” -User 18.  

5.3.4  Geneva Wheel Questionnaire Answers 
 
An interesting aspect of this study is the data collected through the questionnaire 

regarding the children’s emotions during their interaction with Hololens. As can be 

seen at the Table 5.3 for Question 1(Using the wheel above, how would you describe 

your emotions while using HoloLens?) most of the children participants were 

positive, selecting emotions in the Happy part of the wheel (90%). Only 10% (2 

children) selected ‘timid’ since they were feeling anxious while interacting with 

Hololens. Furthermore, we asked the children who had a difficulty in pursuing the 

task (Using the wheel above, how would you describe your emotions while trying to 

do something that you find hard to do?). The children expressed their anxiety, 

disappointment and frustration. 35% felt anxious selecting one of the followings 

terrified, insecure, worried, timid. 20% were frustrated during a task that they found 

hard to do.  
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Table 5.3 - Geneva Users' Answers 

 

5.3.5  Limitations 
 
While doing the user study we faced some problems that could affect the data. Firstly, 

HoloLens appeared to be heavy for the children, at the end of the experiment most of 

the children ended up having red marks on their nose or forehead and some of them 

expressed their dissatisfaction on the weight of HoloLens while taking it off. In 

addition, HoloLens could not work on people that were having eyesight problems and 

need to wear their glasses. They could not fit their glasses in to the headset and the 

could not see without them. Also, even if the participants did not have eyesight 

problems at the end most of them complained that their eyes hurt after interacting 

with HoloLens. 

Furthermore, while interacting with Galaxy Explorer we faced bags. For instance, 

sometimes the toolbar did not work right. “Back” button was missing, or the button 

were not clickable. On that times we stopped the interaction and started over. 

Fortunately, the problematic interface was detected at the beginning before the user 

started the main tasks. 
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Last but not least, the initial position of the participants was standing up and 

interacting with HoloLens so they can move around. However, there were children 

that did not want to stay standing up and requested to sit in the middle of the 

experiment. They could sit whenever they want but maybe the fact that they were 

sited could interfere with our results. 
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6.1  Introduction 
 
In this chapter is going to be descripted the user study that was conducted on Emotiv 

EPOC+ and MineTest. The following subchapters are going to give detailed 

explanations on the way the study was conducted, explain the sandbox game called 

MineTest and its logfile and analyze the data of the study.  

6.2  User Study Structure 
 

6.2.1  Research Question 
 
Before conducting the study, we set a research question that we wanted to answer: 

Is there a pattern in users’ emotional state? 
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6.2.2  Sandbox game MineTest 
  
A sandbox is a type of a gaming style, in which the user has very little limits. Having 

that in mind a sandbox game lets the user interact with the environment freely without 

interfering in the user’s decisions while playing.  

Figure 6.1 - Sandbox game MineTest 

MineTest is an open source sandbox game, that creates a new environment and lets 

the user interact with it. The environment is a simple low poly 3D world available for 

the user to build everything that the user wants. MineTest has a variety of modes and 

worlds so that the users can change the scenery. The game lets the users search for the 

resources that are needed to build the object that they want. MineTest is the open 

source version of Minecraft, with the huge difference that MineTest exports a log file 

that has a detailed description of the user’s interaction while playing.  

The log file is a “.txt” file that starts with the date and time the user joined the game 

and continues with the user’s interaction. The user can do five different actions in the 

game.  

1. Digs: the user uses a tool to dig or break an object in a specific position 
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2. Places: the user uses a tool to build or place something is a specific position 

3. Crafts: the user uses a combination of tools to create new tools or elements 

4. Takes: the user takes a new tool from the repository. User’s repository 

contains every tool and object that can be provided to the user without any 

limit.  

5. Activates: the user activates a new tool and it is ready to be used.  

Every action is followed by the time it occurred and the coordinates of the action that 

have the format (x, y, z). Every action, coordinate and time is important cause they 

might reveal a pattern.  

Figure 6.2 - Snap shot from MineTest log file 

6.2.3  Training Phase 
 
The participants had to go through a small training on how to play on MineTest. 

However, most of the participants already knew how to play so the training phase was 

skipped. For the participants that did not know how to play on MineTest it was 

explained to them how to interact with the game and if they wanted they could read 

the given instructions. (Almost all the participants that did not know how to play on 
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MineTest did not want to read the instructions and they were okay with the 

instructions from the researcher.) 

• Walking:  You can move your player with the arrow keys on your keyboard. 

The up arrow moves you forward, and the down arrow moves you backward. 

The left and right arrows move you to the left or right. You can use the mouse 

to rotate the camera.  

• Camera Controls: To control your camera view is important when you are 

building and want to have a close look of the objects. You can change the 

camera view by using the F7 key. You can see below the how the camera 

looks like when you press F7 key. 

• Inventory: An inventory is primarily used to store item stacks. There are other 

uses, such as crafting. An inventory consists of a rectangular grid of item slots. 

Each item slot can be either empty or hold one item stack. Item stacks can be 

moved freely between slot and slot, given that the destination slot is either 

empty or of the same item type. 

Taking: You can take items from an occupied slot if the cursor holds nothing. 

• Left click: take entire item stack 

• Right click: take half from the item stack (rounding up if uneven) 

• Middle click: take 10 items from the item stack 

Dropping: You can drop items onto a slot if the cursor holds 1 or more items and the 
slot is either empty or contains an item stack of the same item type. 

• Left click: drop entire item stack 

• Right click: drop 1 item of the item stack 

• Middle click: drop 10 items of the item stack 

https://wiki.minetest.net/Item_stack
https://wiki.minetest.net/Crafting
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Exchanging: You can exchange items if the cursor holds one or more items and the 
destination slot is occupied by a different item type. 

• Left, middle and right click: exchange item stacks from cursor and 

from selected item slot 

Throwing away: If you hold an item stack and click with it somewhere outside the 
menu, the item stack gets thrown away into the environment. 

• Building/Positioning:  Using refers to a specific activity with a block. The 

kind of activity depends on the block. Not all blocks can be used. 

By default, using is done by clicking with the right mouse button on the 

block that shall be used. Building, also called placing, is the activity of placing 

blocks next to other blocks. It is one of the most basic things you can do in 

MineTest. 

To build, one must wield something which can be built, point to something 

which can be built to and press the build key (Right mouse button by 

default). Most blocks can be built. Building is, unlike mining, always instantly 

done. On blocks which react on a right-click (e.g. Chest, Furnace, Sign, etc.), 

you have to press Sneak+Right-click instead.  

Use/build: Right mouse button 

If the pointed thing is usable (example: Chest), you use it, otherwise you 

attempt to build at this block. 

There was no training phase for the Emotiv EPOC+ as the only thing users needed to 

know was that their emotional state was recorded.  

6.2.4  Basic Phase 
 
After the training, the Emotiv EPOC+ had to be adjusted on the participant’s head. 

The researcher had to make sure that every sensor has a green light so that the data 

can be trustworthy. Then, the researcher starts the recording from EmotivPro. The 

https://wiki.minetest.net/Block
https://wiki.minetest.net/Pointing
https://wiki.minetest.net/Blocks
https://wiki.minetest.net/Mining
https://wiki.minetest.net/Chest
https://wiki.minetest.net/Furnace
https://wiki.minetest.net/Sign
https://wiki.minetest.net/Sneaking
https://wiki.minetest.net/Chest
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users have maximum one hour to build whatever they want in a random MineTest 

world without any limits from the world or the experiment. 

6.2.5  Questionnaire 
 
Interaction with MineTest: 

1. Have you ever played MineTest or MineCraft? Yes / No 

2. Did you find any difficulties while playing MineTest? Yes / No 

3. If your answer on the previous question was yes, can you note the moment that you 

find difficult?  

4. Did you enjoyed playing MineTest? Yes / No 

5. If your answer on the previous question was yes, can you note the times that you 

enjoyed the game most?  

6. Did you manage to build everything you wanted in the 1 hour that was given? Yes / 

No 

7. What did you build?  

Interaction with Emotiv EPOC+: 

1. Were you stressed because your emotional state could be tracked? Yes / No 

2. Was there a time when you were feeling stressed? Yes / No  

3. If your answer was yes, can you note the reasons you were feeling stressed? Can you 

note the time you were more interested in the game?  

4. Can you note the time you were more relaxed while playing?  

5. Can you note the time you were more excited while playing?  

6. Is there something that bothered you with Emotiv EPOC+? Yes / No 

7. If your answer was yes, can you note the reason?  

 

 

6.2.6  Consent Form 
 

What this study is about 
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The purpose of this study is to compare the creativity phase and the emotional state of 

the participants while creating something of their choice in MineTest. 

Your participation in this study is voluntary 

You can take a break at any time. Just tell the researcher if you need a break. You can 

leave at any time without giving a reason. 

Information we want to collect 

To capture your emotional state, a headset called Emotiv EPOC+ is going to be used 

and extract your feelings. In addition, to have detailed conclusions about your 

interaction with the game, we are going to extract a log file that contains the actions 

you made while playing.   

How we ensure your privacy 

We may publish research papers and reports that may include your comments and 

actions, but your data will be anonymous. This means your name and identity will not 

be linked in our research reports to anything you say or do.  

Your consent 

Please sign this form showing that you consent to us collecting these data. 

I give my consent (please tick all that apply): 

☐ For people to observe me during the research. 

☐ For my interaction data to be tracked. 

☐ For my emotional state data to be tracked. 
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If you want to withdraw your consent in the future, contact the persons named 

below who will destroy any personal data we hold about you (such as the 

recordings). Otherwise, we will delete your personal data after two years.  

Antrea Chrysanthou (antreachrysanthou@gmail.com) 

Dr. Styliani Kleanthous (stellak@cs.ucy.ac.cy) 

Participant’s Name ____________________________________ 

Signature  ____________________________________ 

Date   ____________________________________ 

6.3  User Study  
 

6.3.1  User Study Description  
 
The study that was conducted was with fourteen participants, four women and ten 

men in the age range of twenty to twenty-five. The participants were connected with 

Emotiv EPOC + so we could collect their emotional state and they were asked to 

create something in MineTest for maximum one hour. If the participants finished the 

task earlier, they were free to stop. After their interaction with the game they were 

asked some questions about their interaction, their emotional state, their creation and 

their experience with Emotiv EPOC+. For each user we extracted the two files from 

EmotivPRO and the log file from MineTest. 

6.3.2  Data Analysis 
The data that was collected from Emotiv EPOC+ and MineTest was very detailed and 

general, so they had to be divided and saved in a specific format. From the data that 

was extracted from Emotiv EPOC+ we only used the file named 

“recordingName_date_timestamp.pm” (Go to Chapter 3.6.3 to read more about the 

file). From the file we collected the columns that started with “SCA_”.   

mailto:antreachrysanthou@gmail.com
mailto:stellak@cs.ucy.ac.cy
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Thus, in order to analyze the overall users’ emotional response while interacting with 

MineTest we calculated the mean of each emotion for each user. The results can be 

seen in Figure 6.4 and in Figure 6.5 we transformed the data to a chart.  

Figure 6.3 - Snapshot of the data mean table 

There were no significant similarities based on the emotional response of each user 

while interacting with the game as shown in Figure 6.4. Overall, each user appears to 

have a different emotional experience than the rest. Although, some similarities can 

be seen when observing each emotion independently. For example, very significant is 

the fact that SCA_EXCMean and SCA_LEXMean have almost the same values and 

this appears very clearly in the chart (Figure 6.5). In addition, SCA_ENGMean and 

SCA_VALMean appear to have very close values on most of the users. For instance, 

user4 and user14 have almost the exact same values whereas in user3 the values seem 

to have the most difference between them. Last but not least, in SCA_LEXMean and 

SCA_FOCMean we can observe a similar pattern as the previous observation where 

the two metrics have very similar values except from user4, user5 and user6.  
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Figure 6.4 - Chart from the data mean table 

In addition, the log file that was extracted from MineTest was then divided to tasks. 

We manually divided users’ interaction with the game in different sections depending 

on the activity they were doing. Finally, we combined the two mentioned files in one. 

The file is named “username_minetest_emotive_onlySCA.csv” and it contains the 

title of each activity section (from MineTest’s logfile) and the results from the Emotiv 

EPOC+, that occurred the specific time period.  

 
Figure 6.3 - Snapshot from the new file 
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6.3.3  Qualitative Data Analysis, 
 
While the participants were interacting with MineTest and wearing the Emotiv 

EPOC+ their behavior was under observation to make sure that our data could be 

more complete.  

From the questionnaire and the small introduction with our participants we realized 

that most of our participants already knew how to interact with MineTest and that is 

why there were no usability issues. Even the users that did not know how to play, they 

did not need more than three minutes to get used to the game. Having that in mind 

almost all the participants were excited to create something on MineTest. However, 

their reactions did not seem to change, and only some participants were fully 

expressing their excitement or disapproval when they discovered a new object in their 

inventory, or a different ability they could do. Specifically, User 3 said on the 

questionnaire “I was a bit stressed when it was night” and User 4 said “I was very 

excited when I discovered that the inventory had obsidian glass doors”. In addition, 

only two people were bored while building on MineTest, and when one of them was 

asked why, he said, “I could build all day, so I thought that it was okay to stop, as I 

was a bit bored”. 

 Finally, in terms of Emotiv EPOC+ after some time the sensors started to press the 

head of the user and they started having headaches. One user also requested to stop 

the experiment because he could not handle the pressure.   

6.3.4  Limitations  
 
While doing the user study we faced some problems that could affect the data and the 

user interaction. Firstly, because of the duration of the game some participants might 

got bored or lost interest on the game. For instance, two participants got bored and 

stopped playing the game a little bit earlier than the other participants. 

In addition, a small problem that might interfere with our data, is the fact that most of 

the participants already knew how to play MineTest. This might affect us because if 

you are a brand-new user you are more interested on the environment and the ways 
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you can interact with the game. Whilst if you already know what the interface looks 

like and how to interact with it, you are only interested on what you are going to build 

and not the way you interact with it. However, all the participants knew the existence 

of the game and its concept despite the fact they have never played. 

Furthermore, there was a plethora of problems with Emotiv EPOC+ that might 

interfere with the user’s experience. Firstly, the headset turned out to be a bit tight 

around the user’s head. After some time wearing it, most of the users started to have a 

headache or just hurt their head on specific spots. Moreover, we had several issues 

with four of our participants. On one of the participants, while she was interacting 

with MineTest the Emotiv EPOC+ stopped the recognition little by little. On the 

following three, the data recording from EmotivPRO stopped while the user was 

interacting with MineTest and we have half of the data. Also, it was extremely hard to 

set the headset and have all the sensors on green mode and especially to find a woman 

that has thin hair so the indicators could stay active.  

Finally, just because we are interacting and analyzing data that have to do with a 

human’s emotional state, there are a lot of obstacles that can interfere. For example, a 

participant maybe is having a stressful day that might be showing in our data. This is a 

problem because the user’s personal state does not have anything to do with the 

creativity state or the interacting state of the user.  
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Chapter 7 
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7.1  User study with HoloLens 

To compare adults' interaction with children's, while using HoloLens we conducted a 

user study. The user study had as participant twenty children from the age of eight to 

fifteen. Each experiment took thirty to forty-five minutes depending on child's 

experience. First, it was explained to the children, what is HoloLens and how they can 

interact with it, and then they could get started with "Learn Gestures" application. The 

participants were then asked to complete some tasks in "Galaxy Explorer". The tasks 

were based on a user study that was previously conducted with adults. 

The user study took one week and the data were later analyzed and compared with the 

adults’. There were no significant differences between the two teams. In terms of 

tasks, it was observed that adults took more time to complete individual tasks. 

However, the total time had no significant differences. In addition, it was observed 

that adults view an object less times before selecting it. Lastly, in terms of the number 

of tabs per task, it seems that adults used “tab” less times to select 

"Sagittarius A * " and children used “tab” less times to select "Earth". 

7.2  User study with Emotiv EPOC + 

To find if there are any correlations between user's emotion and the actions in a game, 

we have conducted a user study. 
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To capture the emotional state of the user we used an EEG tool, called Emotiv 

EPOC+. The Emotiv EPOC+ collect six emotions, stress, engagement, focus, interest, 

excitement and relaxation. The study was conducted with fourteen participants from 

the age of twenty to twenty-four. It was asked from the participants to build whatever 

they want in a random environment in MineTest. Each participant had maximum one 

hour to complete the creation and interaction. After conducting the study, the data 

were divided, using only the columns that start with “SCA_” to wind any differences 

in users’ emotional response while playing. 

7.3  Future Work 

 
With this thesis we tried to cover the interaction differences between adults and 

children while using HoloLens. However, HoloLens is a very revolutionary tool that 

can help on further research on children’s MR interaction. For example, more 

research can be done with children which can discuss the interaction differences 

between 3D and 2D environments, taking into consideration not only usability issues 

but also the user experience. 

 In addition, we used Emotiv EPOC+ to capture the user’s emotional state while 

interacting with a sandbox game. While the gaming community is growing, a future 

research suggestion could be to learn more about user interactions while playing in a 

variety of age ranges. Our aim in the future study is to answer the research question 

“Is there a correlation between user’s emotional state and the actions the user 

performed?”. Moreover, the extracted data from Emotiv EPOC+ can also be used to 

make games more personalized, so user’s creativity could be enhanced while playing. 

Is there a correlation between user’s emotional state and the actions the user 

performed?  
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